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ABSTRACT
People can behave in a biased manner without being aware that their behavior is biased, an idea
commonly referred to as implicit bias. Research on implicit bias has been heavily influenced by
implicit measures, in that implicit bias is often equated with bias on implicit measures. Drawing
on a definition of implicit bias as an unconscious effect of social category cues on behavioral
responses, the current article argues that the widespread equation of implicit bias and bias on
implicit measures is problematic on conceptual and empirical grounds. A clear separation of the
two constructs will: (1) resolve ambiguities arising from the multiple meanings implied by current
terminological conventions; (2) stimulate new research by uncovering important questions that
have been largely ignored; (3) provide a better foundation for theories of implicit bias through
greater conceptual precision; and (4) highlight the broader significance of implicit bias in a man-
ner that is not directly evident from bias on implicit measures.
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If one were to conduct a survey to identify the psychological
constructs that nonacademics are most familiar with, implicit
bias would probably turn out to be a top contender. The
construct captures the idea that people may behave in a
biased way without being aware that their behavior is biased.
Examples of implicit bias can be found under the hashtag
#LivingWhileBlack, which includes a long list of mundane,
noncriminal activities for which police were called on Black
people (e.g., waiting for a friend at Starbucks, moving into
an apartment, shopping for prom clothes; see Griggs, 2018).
Descriptions of the listed incidents as instances of implicit
race bias are based on the assumptions that (1) police would
not have been called if the same activities had been per-
formed by a White person and (2) people were unaware
that their decision to call the police was influenced by the
perceived race of the target. Similar concerns have been
raised about implicit gender bias, in that (1) people may
show different responses to the actions of a target person
depending on the target’s gender and (2) people may be
unaware that that their responses are influenced by the tar-
get’s gender.

Although media coverage of such cases has contributed
to increased knowledge of the implicit-bias construct among
nonacademics and to a surge of organizational trainings
designed to bring implicit biases into awareness (see
Edwards, 2016; Onyeador, Hudson, & Lewis, 2021; UCnet,
2021), implicit measures of bias deserve enormous credit for
providing a tool for the widespread dissemination of the
idea that people can be biased without being aware of it (for
reviews, see Gawronski & De Houwer, 2014; Lai & Wilson,
2020). By allowing anyone with internet access to complete
an Implicit Association Test (IAT; Greenwald, McGhee, &

Schwartz, 1998), the Project Implicit website has arguably
been more effective in communicating the idea of implicit
bias to nonacademic audiences than any article in the popu-
lar media or a peer-reviewed academic journal. A central
part of this educational endeavor is that many people are
rather surprised about the feedback they receive after com-
pleting an IAT, often suggesting that they are much more
biased than they had assumed prior to completing the task
(Howell & Ratliff, 2017; Monteith, Voils, & Ashburn-
Nardo, 2001).

A central assumption underlying such educational initia-
tives is that implicit measures such as the IAT capture
implicit bias. Although the meaning and mental underpin-
nings of responses on implicit measures are the subject of
ongoing scientific debates (for a review, see Brownstein,
Madva, & Gawronski, 2019), the equation of implicit bias
and bias on implicit measures is rather common and seem-
ingly uncontroversial, which is reflected in descriptions of
the IAT and other implicit measures as implicit bias tests or
measures of implicit bias (e.g., Lai & Wilson, 2020; Payne,
Niemi, & Doris, 2018). Even the first author of the current
article has used these expressions in some of his work (e.g.,
Gawronski, 2019), essentially equating implicit bias with bias
on implicit measures.

The main goal of the current article is to highlight con-
ceptual and empirical problems with the widespread equa-
tion of implicit bias and bias on implicit measures. The
central argument is that implicit bias and bias on implicit
measures are conceptually and empirically distinct, and that
bias on implicit measures should not be treated as an
instance of implicit bias. For the sake of precision and brev-
ity, we will use the acronym IB to refer to implicit bias,
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which we define as unconscious effects of social category
cues (e.g., cues related to race, gender, etc.) on behavioral
responses. IB is contrasted with explicit bias, defined as con-
scious effects of social category cues on behavioral
responses, which we refer to with the acronym EB.1 We will
use the acronym BIM to refer to bias on implicit measures,
which we define as effects of social category cues on behav-
ioral responses captured by measurement instruments con-
ventionally described as implicit. BIM is contrasted with
bias on explicit measures, defined as effects of social category
cues on behavioral responses captured by measurement
instruments conventionally described as explicit, which we
refer to with the acronym BEM.

Conceptual Ambiguities

What Is IB?

To determine whether IB can be meaningfully equated with
BIM, it seems prudent to clearly specify the meaning of the
term implicit in the two constructs. Although use of the
term has been criticized as delusive (Corneille & H€utter,
2020), its meaning is actually very clear when it serves as a
qualifier of bias. From a purely behavioral point of view,
bias can be defined as the effect of social category cues (e.g.,
cues related to race, gender, etc.) on behavioral responses
(De Houwer, 2019; Payne & Correll, 2020).2 Expanding on
this definition, instances of bias can be described as explicit
if respondents are aware of the effect of social category cues
on their behavioral response. Conversely, instances of bias
can be described as implicit if respondents are unaware of
the effect of social category cues on their behavioral
response. Thus, to classify a person’s behavioral response
toward a target as an instance of IB, one has to demonstrate
that (1) the behavioral response is influenced by social cat-
egory cues and (2) the person is unaware of the effect of the
relevant social category cues on their behavioral response.
Although determining people’s (un)awareness of a given
effect can be a methodologically difficult endeavor (see
Gawronski & Bodenhausen, 2012; Shanks & St. John, 1994;
Sweldens, Corneille, & Yzerbyt, 2014), the definition of IB
as a construct is relatively clear and straightforward.

An important aspect of this definition is that it treats IB
as a behavioral phenomenon that needs to be explained—
not as a “thing” people have that would explain their behav-
ior, as suggested by the way the term is sometimes used in
academic and nonacademic writings (for complementary

critiques, see Daumeyer, Rucker, & Richeson, 2017; Salter,
Adams, & Perez, 2018). De Houwer (2019) discussed several
advantages of such a behavioral definition of implicit bias
(see also Payne & Correll, 2020). For the purpose of the cur-
rent analysis, one of the most significant advantages is that
it avoids explanatory circularity (De Houwer, Gawronski, &
Barnes-Holmes, 2013). Explanations of biased behavior can
easily become circular when (1) biased behavior is explained
by the proposition that people have IB and (2) IB is inferred
from the biased behavior that needs to be explained (for
broader discussions of this issue, see Cervone, Shadel, &
Jencius, 2001; Fleeson & Jayawickreme, 2021; Gawronski &
Bodenhausen, 2015a). A behavioral definition of IB avoids
explanatory circularity by clearly distinguishing between IB
as a behavioral phenomenon that needs to be explained and
the processes and representations claimed to explain the
behavioral phenomenon of IB (De Houwer, 2019; De
Houwer et al., 2013).3

What Is BIM?

In contrast to the unambiguous meaning of the term impli-
cit as a qualifier of bias, it is much more difficult to deter-
mine its meaning in reference to measures (see Corneille &
H€utter, 2020; Gawronski & Brannon, 2019), which poses a
conceptual challenge to the equation of IB and BIM. To
illustrate these difficulties, it is worth starting with a list of
measurement instruments that are conventionally described
as implicit. Table 1 reproduces such a list from a recent
Editorial for a Special Issue of the journal Social Cognition
entitled Twenty-Five Years of Research Using Implicit
Measures (Gawronski, De Houwer, & Sherman, 2020). What
exactly is it that makes these measurement instruments
implicit? Based on the meaning of the term implicit in IB
and the common idea that these instruments can be used to
measure IB, one might argue that they capture unconscious
effects of social category cues. However, such an interpret-
ation quickly runs into problems if one considers that the
IAT, which is arguably the most popular instrument on the
list, would not qualify as implicit in this sense, because
respondents are typically aware of the effects of social cat-
egory cues on their responses in the task. Most people
quickly notice that their responses are slower and that they
make more errors in the bias-incongruent block compared
to the bias-congruent block (Monteith et al., 2001; for

1Our use of the phrase effect of social category cues on behavioral responses
should not be taken to mean that the source or cause of a dominant group
member’s racist or sexist behavior is located within a marginalized group
member (see Fields & Fields, 2014). Rather, by defining bias as a behavioral
phenomenon, we leave room to ask questions about the explanations for that
behavior (as we discuss further in the following pages). We also want to
emphasize that the relevant causal force is social category cues at the
stimulus level, which may not align with the personal identity of the target
(e.g., when someone who identifies as White has stereotypical
Afrocentric features).
2We use the term bias to refer specifically to biases involving social category
cues rather than biases in information processing more broadly, the latter of
which includes numerous biases that are not directly related to the current
question (e.g., hindsight bias, impact bias, etc.).

3In line with the distinction between bias and error (Kruglanski & Ajzen, 1983),
the proposed definition treats IB as a behavioral tendency rather than a
deviation from a normative criterion of accuracy. A definition referring to
accuracy seems problematic, because normative criteria for accurate social
perceptions are inherently arbitrary (see Kruglanski, 1989). For example, if
implicit race bias is conceptualized with reference to actual similarities and
differences between Black people and White people, one would have to
specify the relevant populations of Black people and White people, which is
inherently arbitrary because there is no a priori basis to determine the
relevant population (e.g., Black people living in a particular neighborhood,
city, county, state, or country). Similar problems arise for normative
conceptualizations in terms of rationality, in that (1) criteria for rational
judgments involve a reference to goals and (2) normative propositions about
goals are inherently arbitrary. For a more detailed discussion of problems with
normative conceptualizations of implicit bias, see De Houwer (2019).
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related findings regarding the affect misattribution proced-
ure, see Hughes, Cummins, & Hussey, in press; Payne et al.,
2013). Hence, if IB is understood as an unconscious effect
of social category cues on behavioral responses and the IAT
is regarded as one of the most central instruments on the
list of implicit measures, it is not feasible to directly apply
the notion of IB to the list of measures commonly described
as implicit.

One alternative might be to interpret the term implicit in
a procedural manner in the sense of indirectly measured
(Greenwald & Banaji, 2017; Greenwald & Lai, 2020).
According to this interpretation, the defining feature of the
instruments listed in Table 1 is that they are all indirect
measures, and bias measured via these instruments qualifies
as implicit, because it is measured in an indirect rather than
direct manner. As explained in detail by Corneille and
H€utter (2020), there are numerous problems with such a
conceptualization. For the purpose of the current analysis,
two problems are especially noteworthy. First, the proposed
conceptualization leads to ambiguities in the meaning of IB,
in that it can refer to (1) unconscious effects of social cat-
egory cues on behavioral responses and (2) instances of bias
captured by indirect measures. As explained in the previous
paragraph with regard to responses on the IAT, the two are
not the same, because people can be aware of the effect of
social category cues on an indirect measure. Second, the
qualifier indirect does not provide a clear demarcation
between measures commonly referred to as implicit (see
Table 1) and other measures that qualify as indirect in the
sense that they do not involve self-report, but are not con-
ventionally classified as implicit (for reviews of examples,
see Klauer, Voss, & Stahl, 2011; Webb, Campbell, Schwartz,
& Sechrist, 1966). Because it is highly unlikely that all cur-
rently available indirect measures have the same functional
properties, it would seem problematic to expand the use of
the term implicit to all indirect measures. Moreover,
although the notion of IB may be meaningfully related to
bias on a subset of all indirect measures, it seems rather

implausible that IB would be meaningfully related to bias on
all indirect measures. Thus, an interpretation of the term
implicit as indirectly measured is either too broad if it is sup-
posed to refer to all indirect measures or insufficient if it is
supposed to refer exclusively to the subset of indirect meas-
ures conventionally described as implicit. In the latter case,
it would still be unclear which properties would make an
indirect measure implicit.

A potential way to address these issues might be to cat-
egorize measurement instruments at the mental level rather
than the procedural level. Based on the distinction between
associative and propositional processes popularized by dual-
process theories (e.g., Gawronski & Bodenhausen, 2006;
Strack & Deutsch, 2004), the instruments listed in Table 1
are sometimes described as implicit in the sense that their
underpinnings are assumed to be associative. Conversely,
traditional self-report measures are described as explicit in
the sense that their underpinnings are assumed to be prop-
ositional. Moreover, whereas the term associative is meant
to refer to processes and representations involving unquali-
fied mental links between concepts (e.g., mental association
between Aspirin and headaches), the term propositional is
meant to refer to processes and representations involving
the perceived validity of specific relations between concepts
(e.g., subjective belief Aspirin relieves headaches). There are
a number of problems with equating implicit with associa-
tive and explicit with propositional (see Corneille &
H€utter, 2020).

First, a demarcation of measurement instruments in
terms of associative and propositional processes is missing a
central aspect of the dual-process theories that inspired this
demarcation: the hypothesis that associative and propos-
itional processes operate in an interactive manner rather
independently (see Gawronski & Bodenhausen, 2006; Strack
& Deutsch, 2004). This hypothesis implies that (1) responses
on explicit measures can be influenced by associative proc-
esses (see Gawronski & Bodenhausen, 2006, Case 1), and (2)
responses on implicit measures can be influenced by

Table 1. Overview of currently available measures that are commonly described as “implicit”.

Measurement Instrument Reference

Action Interference Paradigm Banse et al. (2010)
Affect Misattribution Procedure Payne et al. (2005)
Approach-Avoidance Task Chen & Bargh (1999)
Brief Implicit Association Test Sriram & Greenwald (2009)
Evaluative Movement Assessment Brendl et al. (2005)
Evaluative Priming Task Fazio et al. (1995)
Extrinsic Affective Simon Task De Houwer (2003)
Go/No-go Association Task Nosek & Banaji (2001)
Identification Extrinsic Affective Simon Task De Houwer & De Bruycker (2007)
Implicit Association Procedure Schnabel et al. (2006)
Implicit Association Test Greenwald et al. (1998)
Implicit Relational Assessment Procedure Barnes-Holmes et al. (2010)
Recoding Free Implicit Association Test Rothermund et al. (2009)
Relational Responding Task De Houwer et al. (2015)
Semantic Priming (Lexical Decision Task) Wittenbrink et al. (1997)
Semantic Priming (Semantic Decision Task) Banaji & Hardin (1996)
Single Attribute Implicit Association Test Penke et al. (2006)
Single Block Implicit Association Test Teige-Mocigemba et al. (2008)
Single Category Implicit Association Test Karpinski & Steinman (2006)
Sorting Paired Features Task Bar-Anan et al. (2009)
Truth Misattribution Procedure Cummins & De Houwer (2019)

Table adapted from Gawronski, De Houwer, and Sherman (2020). Reprinted with permission.
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propositional processes (see Gawronski & Bodenhausen,
2006, Case 4). Although the two kinds of influences are
assumed to be limited to specific conditions, the possibility
that associative and propositional processes can jointly influ-
ence responses on either type of measure raises major prob-
lems for a definition that equates implicit measures with
associative and explicit measures with propositional.

Second, the amount of evidence for effects of propos-
itional processes on implicit measures has increased to a
level that some researchers have rejected the idea of associa-
tive processes entirely, advocating for a replacement of dual-
process with single-process propositional accounts (e.g., De
Houwer, Van Dessel, & Moran, 2020; Kurdi & Dunham,
2020; see also Corneille & Stahl, 2019). An illustrative
example is evidence showing that evaluations on implicit
measures tend to reflect the specific relation between co-
occurring stimuli (e.g., whether A starts or stops an unpleas-
ant stimulus B) rather that their mere co-occurrence (e.g.,
mere co-occurrence of A with unpleasant stimulus B). If
there was a unique mapping between implicit measures and
associative processes and between explicit measures and
propositional processes, implicit measures should reflect the
mere co-occurrence between stimuli, while explicit measures
should reflect the specific relation between co-occurring
stimuli. The available evidence suggests that such a one-to-
one mapping is empirically untenable (for a review, see
Kurdi & Dunham, 2020).4 Whether this evidence supports
the proposed rejection of associative processes as a distinct
construct is a matter of debate, but it clearly poses a chal-
lenge to a definition of implicit and explicit measures in
terms of associative and propositional underpinnings.

Another possibility might be to categorize measurement
instruments in terms of their functional properties instead
of procedural features or underlying mental processes. In
line with this idea, De Houwer, Teige-Mocigemba, Spruyt,
and Moors (2009) suggested an interpretation of the term
implicit that is synonymous with the term automatic.
According to this conceptualization, a measure qualifies as
implicit if the to-be-measured psychological attribute (e.g.,
racial attitude) influences measurement outcomes in an
automatic fashion, with the term automatic subsuming the
independent features of awareness, intentionality, efficiency,
and controllability (see Bargh, 1994; Moors, 2016). Because
the four features do not overlap, De Houwer et al. (2009)
further argued that researchers should specify in which par-
ticular sense a measure is claimed to be implicit. Moreover,
because any such claims are empirical hypotheses, descrip-
tions of measures as implicit should be supported with
appropriate evidence instead of being taken for granted.
Applied to the list of instruments conventionally referred to
as implicit (see Table 1), two features presumably shared by
all instruments are that the measured responses are (1)

unintentional and (2) difficult to control. However, similar
to a classification of measures as direct versus indirect,
numerous other tasks share this characteristic (for a review
of examples, see Klauer et al., 2011), and it seems highly
unlikely that the broader set of these measures constitutes a
sufficiently coherent category that could serve as the basis
for a meaningful equation of IB and BIM (see Corneille &
H€utter, 2020). Moreover, because unintentional and hard-to-
control behavioral effects are not necessarily unconscious (as
explained above for the IAT), it seems questionable whether
a conceptualization in terms of functional properties can be
meaningfully linked to the notion of IB.

Summary

In sum, although the meaning of the term implicit is clear
and unambiguous with reference to bias, it is rather difficult
to determine what exactly makes an implicit measure impli-
cit (see Corneille & H€utter, 2020). Although researchers
have tried to address this problem by means of procedural,
mental, and functional definitions of the term implicit in ref-
erence to measures, the proposed definitions either fail to
provide a pragmatically useful demarcation of measurement
instruments or they involve hypotheses about underlying
mental processes that are inconsistent with the available evi-
dence. Thus, despite 25 years of extensive research, the cur-
rent labeling conventions are still based on conceptually
ambiguous lists according to which a measure qualifies as
implicit if researchers have described it as implicit in the
past (Gawronski, De Houwer, et al., 2020). Because these
atheoretical lists fail to identify specific features that make
an implicit measure implicit and the lists are not even con-
sistent across publications (see Gawronski, De Houwer,
et al., 2020; Greenwald & Lai, 2020; Lai & Wilson, 2020),
the conceptual basis for an equation of IB with BIM is
rather weak. If it is unclear what constitutes an implicit
measure, it also remains unclear what constitutes BIM; and
if it is unclear what constitutes BIM, there is no conceptual
foundation to equate it with IB. From this perspective,
equating IB and BIM seems problematic, because the pro-
posed equation does not have a solid conceptual basis.

Awareness of Bias

Pragmatically oriented researchers may point out that the
conceptual ambiguities surrounding the meaning of the
term implicit with reference to measures did not undermine
the enormous progress that has been made by research
using implicit measures (see Gawronski, De Houwer, et al.,
2020). Moreover, although there seem to be disagreements
about the classification of a small number of instruments,
there is consensus about the majority of measures described
as implicit by extant lists (see Gawronski, De Houwer, et al.,
2020; Greenwald & Lai, 2020; Lai & Wilson, 2020). Thus,
ignoring the conceptual ambiguities surrounding the mean-
ing of the term implicit with reference to measures, a purely
empirical argument for the equation of IB and BIM could
be made if people are unaware of their BIMs, with BIM

4A closely related issue is that, although the majority of implicit measures
have been designed with the goal to measure responses arising from
associative representations, a subset of implicit measures have been
developed to capture responses arising from representations with
propositional content (e.g., Barnes-Holmes et al., 2010; Cummins & De
Houwer, 2019; De Houwer et al., 2015).
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being specified as bias captured by measures for which there
is consensus about their description as being implicit. In
line with this idea, a common assumption about implicit
measures is that they capture unconscious biases that people
do not know they have. Although people may become aware
of their biases during the completion of an implicit measure
(e.g., when people notice that they make more errors in the
bias-congruent block compared to the bias-incongruent
block of an IAT; see Monteith et al., 2001), people may be
unaware of their biases otherwise, in that they are unable to
verbally report their biases without the self-insight gained by
completing an implicit measure (for a detailed discussion of
related ideas, see Hahn & Goedderz, 2020). As noted above,
this assumption is central to the use of implicit measures as
educational tools to increase people’s awareness of
their biases.

Empirical evidence for this assumption would render the
ambiguities surrounding the meaning of the term implicit
with reference to measures irrelevant, because it would pro-
vide an empirical foundation for the equation of IB and
BIM, thereby compensating for the lack of a conceptual
foundation. Thus, to the extent that measures conventionally
described as implicit capture biases that people are unable to
verbally report (at least without the self-insight gained by
completing an implicit measure), there would be a solid
basis for the equation of IB and BIM. However, a critical
question is what would constitute evidence for people’s
inability to report their biases?

A frequently cited piece of evidence is that correlations
between BIM and BEM tend to be rather small overall (for
meta-analyses, see Cameron, Brown-Iannuzzi, & Payne,
2012; Hofmann, Gawronski, Gschwendner, Le, & Schmitt,
2005). The central argument is that, if people are unaware
of the biases captured by implicit measures, they should be
unable to verbally report their biases on explicit measures,
which should lead to small correlations between BIM and
BEM. Although this deductive inference is logically sound, it
does not permit the reverse inference that small correlations
between BIM and BEM indicate unawareness of BIM (fal-
lacy of affirming the consequent; see Gawronski &
Bodenhausen, 2015b). The latter inference would be justified
only if there were no other factors that can lead to small
correlations between BIM and BEM. Yet, research has iden-
tified numerous such factors (see Gawronski, Hofmann, &
Wilbur, 2006; Gawronski, LeBel, & Peters, 2007). For the
purpose of the current analysis, two factors seem particularly
noteworthy. First, many implicit measures suffer from sub-
stantial measurement error (Gawronski & De Houwer, 2014;
Greenwald & Lai, 2020), which can suppress correlations
with other measures, including correlations between BIM
and BEM. Indeed, when measurement error is statistically
controlled, relations between BIM and BEM are much larger
compared to the average relations reported in the literature
(Cunningham, Preacher, & Banaji, 2001). Second, rather
than being unable to verbally report their biases, people may
simply be unwilling to express their biases on an explicit
measure (e.g., to maintain a positive view of themselves or
their group or to avoid accountability; see Bonam, Nair Das,

Coleman, & Salter, 2019; Daumeyer, Onyeador, Brown, &
Richeson, 2019; Dunton & Fazio, 1997; Plant & Devine,
1998 ). Consistent with this idea, relations between BIM and
BEM tend to be quite large for individuals low in motivation
to control prejudiced reactions and close to zero for individ-
uals high in motivation to control (e.g., Degner & Wentura,
2008; Dunton & Fazio, 1997; Gawronski, Geschke, & Banse,
2003; Payne, Cheng, Govorun, & Stewart, 2005). These find-
ings are difficult to reconcile with the idea that BIM reflects
unconscious biases that people are unable to report, but
they are consistent with the hypothesis that BIM reflects
conscious biases that (some) people are unwilling to report.

Even stronger evidence against the unawareness hypoth-
esis comes from research by Hahn, Judd, Hirsh, and Blair
(2014). In a series of studies, participants were asked to pre-
dict their BIMs for multiple target groups and then com-
pleted several IATs to measure their BIMs for these groups.
Counter to the idea that people are unaware of their BIMs,
participants showed high accuracy in predicting their IAT
scores for the relevant target groups with mean correlations
greater than .50 and median correlations around .65.
Interestingly, participants were highly accurate in predicting
their IAT scores regardless of their prior experience with the
IAT, regardless of how much information they received
about the IAT in the instructions for the prediction task,
and regardless of whether the IAT was introduced as a
measure of true beliefs or cultural associations. Moreover,
correlations between predicted and actual IAT scores were
significantly higher when participants made predictions
regarding their own responses than when they made predic-
tions for people in general, which rules out interpretations
in terms of naïve theories of bias. Interestingly, participants
showed high accuracy in predicting their personal IAT
scores although BIM and BEM showed the same small cor-
relations found in prior research (for meta-analyses, see
Cameron et al., 2012; Hofmann et al., 2005). Together, these
findings provide further support for the idea that people are
aware of the biases captured by implicit measures, and that
they can be reluctant expressing them on traditional self-
report measures (see also Hahn & Gawronski, 2019).

How can these findings be reconciled with anecdotal evi-
dence that many people who take the IAT are rather sur-
prised to learn about their biases (e.g., Banaji, 2011; Krickel,
2018)? If people were aware of their biases, why would they
be surprised to learn about them when they take an IAT?
To reconcile this apparent contradiction, it is worth noting
that surprise reactions can result from a simple mismatch
between the naïve metric used by participants to describe
the extremity of their biases and the metric used by
researchers to convert numeric IAT scores into verbal feed-
back (e.g., strong preference for White people compared to
Black people). To the extent that the two metrics do not
align, participants may be surprised about their IAT feed-
back, not because they are unaware of their bias, but
because their personal description does not match the
description in the feedback they receive. Consistent with this
argument, Hahn et al. (2014) found that, although partici-
pants were highly accurate in predicting their IAT scores,
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their subjective metric to label different levels of bias
“stretched” the metric used to convert numeric IAT scores
into verbal feedback on the Project Implicit website (see
Figure 1). Because labeling conventions for what should be
considered a “weak,” “moderate,” or “strong” bias are
entirely arbitrary in the sense that there is no objective basis
to treat one metric as “true” and another one as “false”
(Kruglanski, 1989), claims that surprise reactions would con-
stitute evidence for the unawareness of BIM are based on a
questionable premise and empirically unfounded (see
Gawronski, 2019).

In sum, there is no evidence for the idea that people are
unable to verbally report their BIM without the self-insight
gained by completing an implicit measure. To the contrary,
the available evidence suggests that people are well aware of
their BIM, and that low correlations between BIM and BEM
result from motivational factors influencing the expression
of bias on traditional self-report measures. Moreover, sur-
prise reactions in response to IAT feedback seem to be due
to misaligned metrics in describing BIM rather than
unawareness of BIM. Hence, the lack of a conceptual foun-
dation for the equation of IB and BIM cannot be compen-
sated for with an alternative empirical foundation in the
form of evidence that BIM reflect biases that people are
unable to verbally report. Because the latter idea is inconsist-
ent with the available evidence, it does not provide a basis
for equating IB and BIM.

Relation to Behavior

Although the reviewed issues pose a challenge for a one-to-
one equation of IB and BIM, it may be possible to link the
two on alternative grounds. One potential basis for such a
link would be evidence that BIM is systematically related to
IB. In this case, BIM and IB would not be the same con-
structs, but BIM could still be treated as an indicator of IB
even if BIM does not have the same “implicit” properties of

IB. That is, people may be aware of BIM and unaware of IB,
but BIM may nevertheless predict IB. This idea is related to
the notion that, although people may be aware of the
thoughts and feelings underlying their responses on implicit
measures (see Hahn et al., 2014), they may not be aware of
how these thoughts and feelings influence their behavior in
other contexts (see Gawronski et al., 2006).

This idea brings up the question about the link between
BIM and behavior, which has become the subject of exten-
sive debates. Although the average size of this link differs
across meta-analyses (Cameron et al., 2012; Greenwald,
Poehlman, Uhlmann, & Banaji, 2009; Kurdi et al., 2019;
Oswald, Mitchell, Blanton, Jaccard, & Tetlock, 2013), all of
them revealed a small positive relation between BIM and
behavior. Yet, at the same time, a recent meta-analysis by
Forscher et al. (2019) found no evidence for the hypothesis
that changes in BIM would generally lead to corresponding
changes in behavior. Together, these findings are consistent
with the idea that relations between BIM and behavior may
depend on various moderators—and one such moderator
could be the difference between IB and EB. That is, BIM
may be systematically related to IB but not EB, but behav-
iors reflecting IB and EB are lumped in meta-analytic
reports of average relations between BIM and behavior
(including the relations between changes in BIM and
changes in behavior in Forscher et al.’s meta-analysis).

In line with this idea, several dual-process theories sug-
gest that BIM should be predictive of spontaneous but not
deliberate behavior (e.g., Fazio, 2007; Strack & Deutsch,
2004; see also Dovidio & Gaertner, 2004). Although this
hypothesis is consistent with a considerable body of evi-
dence (for a review, see Friese, Hofmann, & Schmitt, 2008),
the meaning of the terms spontaneous and deliberate
remains somewhat ambiguous in these studies. In some
cases, the distinction seems to refer to behavior performed
under conditions of low versus high cognitive elaboration;
in some cases, it seems to specify whether the focal behavior

Figure 1. Average IAT score predictions (1–7 scale) and average actual IAT scores. Shaded areas represent the areas in which implicit bias scores would be labeled
as “slightly more positive” on the predictions scale or as a “slight preference” according to conventions from the Project Implicit website. Figure adapted from
Hahn, Judd, Hirsh, and Blair (2014), reprinted with permission from the American Psychological Association.
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is unintentional or intentional; in some cases, it seems to
describe the relative controllability of the focal behavior; and
in some cases, it seems to refer to the difference between
unconscious and conscious effects on behavior (see Friese
et al., 2008). The distinction between unconscious and con-
scious effects seems closest to the notion of IB, but evidence
in this regard is surprisingly scarce, because studies on the
relation between BIM and behavior rarely include appropri-
ate awareness checks to confirm the unconscious nature of
the effects of social category cues on the focal behavior (see
Gawronski & Bodenhausen, 2012). For example, in studies
using seating distance as a behavioral criterion (e.g.,
McConnell & Leibold, 2001), participants may not be aware
that their decision to sit further away from a Black person
compared to a White person is influenced by the target per-
son’s apparent race. Yet, awareness of the impact of racial
cues on seating distance is rarely measured in these studies,
which is essential for a classification of the focal behavior as
an instance of IB.

Based on extant dual-process theories, several meta-analy-
ses on the relation between BIM and behavior have coded the
behavioral criterion measures in terms of automaticity fea-
tures, one being the extent to which the measured behavior is
controllable (e.g., Cameron et al., 2012; Greenwald et al.,
2009; Kurdi et al., 2019). However, controllability is irrelevant
for the notion of IB, because people may be fully aware of
the effect of social category cues on their behavior even when
the behavior is difficult to control. The only meta-analysis
that did code behavioral criterion measures in terms of
awareness did not find a systematic difference in the predic-
tion of behavior as a function of awareness (Kurdi et al.,
2019). That is, BIM showed the same relation to behavior
regardless of whether the focal behaviors qualified as instan-
ces of IB versus EB. Thus, although BIM seems to be an indi-
cator of biased behavior in a broader sense, BIM is not
uniquely related to IB, which conflicts with the proposed use
of BIM as an indicator of IB. To put it differently, if a meas-
ure is claimed to be an indicator of IB and this measure is
unable to guarantee that the predicted bias is unconscious
(and conversely rule out that the predicted bias is conscious),
it seems misleading and ill-founded to call this measure an
indicator of unconscious bias in the sense of IB.

In sum, the available evidence poses a challenge for the
idea that BIM could be treated as an indicator of IB based
on a systematic link between the two. Although BIM does
seem to be related to IB, this relation is not unique in the
sense that BIM shows the same relation to EB. Moreover, if
the obtained link between BIM and IB is used to argue for a
treatment of BIM as an indicator of IB, the same argument
could be made to advocate for a treatment of BIM as an
indicator of EB, rendering either of the two treatments arbi-
trary. Based on these considerations, it seems justified to
treat BIM as a potential indicator of biased behavior in a
broader sense. However, there is no basis to treat BIM as an
indicator of IB, because the link between BIM and biased
behavior is not unique to IB. Thus, merely treating BIM as
an indicator for IB cannot compensate for the lack of a

conceptual and empirical foundation for a direct equation of
the two constructs.

The Meaning of Implicit in IB

A potential objection against our arguments might be that
they are based on a particular interpretation of implicit in IB
that treats the term as synonymous with unconscious.
Although this interpretation is widely shared in research on
IB/BIM and the field of psychology more broadly (e.g.,
Greenwald & Banaji, 1995; Roediger, 1990; Schacter, 1987),
it seems possible that our conclusions would not generalize
to alternative interpretations of the term implicit in reference
to bias. For example, different from the current interpret-
ation, De Houwer (2019) proposed a behavioral definition
of IB in which the term implicit subsumes all four features
of automaticity instead of exclusively referring to unaware-
ness. According to De Houwer’s definition, effects of social
category cues on behavioral responses qualify as implicit if
they are either (1) unconscious, or (2) unintentional, or (3)
efficient, or (4) difficult to control (see Bargh 1994; Moors,
2016). From this perspective, BIM can be regarded as an
instance of IB in sense that effects of social category cues
captured by implicit measures tend to be unintentional and
difficult to control—two functional properties of implicit
measures that seem uncontroversial (see above). Moreover,
what we have described as IB can also be regarded as an
instance of IB in the sense that effects of social category
cues on behavioral responses are unconscious. Thus, one
might argue that what appears to be an unsurmountable
problem in our preceding analysis is actually limited to a
narrow interpretation of implicit as unconscious, in that the
identified problem disappears if one adopts a broader inter-
pretation of implicit as automatic.

We argue that such a broader interpretation merely con-
ceals the identified problem without actually resolving it. A
major downside of treating the term implicit as synonymous
with automatic is that it creates conceptual ambiguity. In
line with this concern, De Houwer (2019) suggested that
researchers should specify in which particular sense an
observed instance of bias is claimed to be automatic: is it
unconscious, unintentional, efficient, or difficult to control?
Using the term implicit for all of these features without fur-
ther specification does not mean that all instances of bias
classified as implicit have the same properties. After all,
effects of social category cues that are unintentional and/or
difficult to control are not necessarily unconscious. Because
different features of automaticity do not overlap, each
hypothesized feature requires independent empirical con-
firmation (see Bargh, 1994; Moors, 2016). Thus, the uncon-
troversial idea that BIM is unintentional and difficult to
control does not imply unawareness, and the available evi-
dence clearly speaks against the latter hypothesis (see above).
From this perspective, a broader interpretation of implicit
that is synonymous with automatic merely conceals the
problem via undifferentiated use of the same term for con-
ceptually distinct features.
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Of course, one could try to avoid conceptual ambiguity
by specifying the particular sense in which an observed
instance of bias is claimed to be automatic (see De Houwer,
2019). However, such a strategy does not resolve the prob-
lem either, because it makes the issue reappear under differ-
ent terminology (e.g., unintentional bias 6¼ unconscious bias).
Because people can be fully aware of unintentional, hard-to-
control effects of social category cues (as is the case for
BIM), such instances of bias do not capture the idea that
people can behave in a biased way without being aware that
their behavior is biased, leaving the latter phenomenon in
the same “blind spot” where it has been due to the equation
of IB and BIM. Moreover, because unconscious biases have
the potential to cause social harm in ways that are funda-
mentally different from conscious biases that are uninten-
tional and hard-to-control, the two kinds of biases arguably
require different strategies to combat their harmful effects.
Thus, redefining implicit to mean automatic or unintentional
and hard-to-control (rather than unconscious) not only leaves
the identified problems unresolved; it can also lead to ill-
founded conclusions about how to tackle the harmful effects
of unconscious biases.

Moving Forward

The preceding analysis suggests that, if IB is defined as an
unconscious effect of social category cues on behavioral
responses, there is no basis to equate IB with BIM (see
Table 2). Based on this conclusion, it seems prudent to
clearly separate IB from BIM and not presume that empir-
ical evidence about the properties of BIM provides informa-
tion about the properties of IB. The latter question requires
direct investigations of IB, and this endeavor cannot be
accomplished by using BIM as a proxy for IB.

Identifying IB

To investigate IB, one first has to establish the presence of
bias (i.e., is there a causal effect of social category cues on
behavior?) and then determine whether the observed bias is
implicit or explicit (i.e., are people aware of the causal effect
of social category cues on their behavior?). Although it can
be difficult to unambiguously establish causal effects of
social category cues in natural settings (because social

category cues are often confounded with multiple other fac-
tors), carefully controlled lab experiments are a valuable tool
to determine the extent to which behavioral responses are
influenced by social category cues. Yet, even in carefully
controlled lab experiments, determining the unconscious
nature of such causal effects can be a challenging task (see
Gawronski & Bodenhausen, 2012; Shanks & St. John, 1994;
Sweldens et al., 2014). To the extent that participants are
able to accurately report an actually existing effect of social
category cues on their responses, there would be clear evi-
dence for awareness of bias (e.g., Hahn et al., 2014).
However, a mismatch between self-reported and actual
effects of social category cues is insufficient for inferring
unawareness, because self-reports of causal effects of social
category cues could be distorted by self-presentational con-
cerns even when people are fully aware of their biased
behavior (Dunton & Fazio, 1997; Plant & Devine, 1998; see
also Bonam et al., 2019; Daumeyer et al., 2019).

Drawing on extant theories of bias correction (Strack &
Hannover, 1996; Wegener & Petty, 1997; Wilson & Brekke,
1994), a potential strategy to address this ambiguity is to
eliminate lack of motivation and lack of ability for bias cor-
rection as potential explanations of uncontrolled effects of
social category cues. To the extent that people are highly
motivated to control effects social category cues on their
behavior and also the have ability to do so, a plausible
explanation of persistent effects of social category cues
would be lack of awareness, in that people would control
effects of social category cues if they were aware of these
effects (e.g., Gawronski et al., 2003).

If empirical evidence confirms the implicit nature of bias,
important follow-up questions pertain to the causes of IB,
its consequences, and its underlying processes. Regarding
the last question, Gawronski, Ledgerwood, and Eastwick
(2020) discussed the roles of two potential mechanisms that
have received considerable empirical attention: (1) biased
interpretation and (2) biased weighting (see also
Bodenhausen, 1988).

Mechanisms Underlying IB

Biased interpretation occurs when people construe the same
information about a target differently depending on social

Table 2. Potential interpretations of the term implicit with reference to bias on implicit measures and problems associated with a given interpretation for the
common equation of implicit bias and bias on implicit measures.

Interpretation Problem

Bias on implicit measures reflects unconscious (in contrast to conscious)
effects of social category cues on behavioral responses.

People tend to be aware of effects of social category cues on their responses
on prominent implicit measures.

Bias on implicit measures reflects indirectly measured (in contrast to directly
measured) effects of social category cues.

List of available indirect measures is too broad to form a sufficiently coherent
category, and not all indirect measures are deemed implicit.

Bias on implicit measures is an outcome of associative (in contrast to
propositional) processes.

Responses on implicit measures have been shown to be influenced by
propositional processes.

Bias on implicit measures is an outcome of automatic (in contrast to
controlled) effects of social category cues on behavioral responses.

Although effects captured by many implicit measures are unintentional and
difficult to control, unintentionality and uncontrollability do not overlap
with unawareness.

Bias on implicit measures reflects biases that people are unaware of (in
contrast to biases that people are aware of).

People can predict their biases on implicit measures with a high degree
of accuracy.

Bias on implicit measures is a unique predictor of unconscious (in contrast to
conscious) effects of social category cues on behavior.

Predictive relation between implicit measures and behavior is not unique to
unconscious effects of social category cues, but also includes
conscious effects.
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category cues associated with the target. Illustrative examples
are the mundane, noncriminal activities under the hashtag
#LivingWhileBlack for which police were called on Black
people (see Griggs, 2018). The broader concern in these
incidents is that the individuals who called the police con-
strued the mundane activities of Black people as suspicious
and threatening, and that they would not have construed
the activities in the same way if the targets had been White
people. Such effects of social category cues on the interpret-
ation of target information have been demonstrated in
numerous experimental studies (e.g., Darley & Gross, 1983;
Duncan, 1976; Gawronski et al., 2003; Hugenberg &
Bodenhausen, 2003; Kunda & Sherman-Williams, 1993;
Sagar & Schofield, 1980). For example, in a study by
Hugenberg and Bodenhausen (2003), participants perceived
the same neutral facial expressions as more hostile when the
target was Black than when the target was White (see also
Bijlstra, Holland, Dotsch, Hugenberg, & Wigboldus, 2014;
Hutchings & Haddock, 2008). Moreover, consistent with the
hypothesis that such biased interpretations occur outside of
awareness (e.g., Fazio, 1990; Trope, 1986), some studies
obtained effects of social category cues on the interpretation
of target information even when participants were motivated
and able to respond in an unbiased manner (e.g., Gawronski
et al., 2003).

Biased weighting occurs when people weigh the same
information about a target differently depending on social
category cues associated with the target. An illustrative
example is the biased weighting of credentials in hiring deci-
sions. The broader concern in such cases is that decision-
makers may sometimes weigh credentials in a manner that
merely serves to rationalize a preexisting preference instead
of generating a preference based on the candidates’ creden-
tials. For example, in a study by Norton, Vandello, and
Darley (2004), participants who were asked to review job
application materials of a man and a woman showed a gen-
eral preference for the man regardless of the candidates’ cre-
dentials. Specifically, participants preferred the man when
(1) the man had more work experience but less education
than the woman did, but also when (2) the man had more
education but less work experience than the woman did. In
both cases, participants justified their decisions with what-
ever qualification made the man superior to the woman,
suggesting that they weighed the candidates’ credentials in a
manner that served to rationalize a preexisting preference
for the man (see also Hodson, Dovidio, & Gaertner, 2002;
Uhlmann & Cohen, 2005). Further research found that par-
ticipants’ self-perceptions of objectivity in their hiring deci-
sion were associated with greater (rather than smaller) bias
(Uhlmann & Cohen, 2005). This relation is consistent with
the hypothesis that biasing effects of differential weighting
can occur outside of awareness, but the observed relation
could also be driven by self-presentational concerns.

Although biased interpretation and biased weighting are
both well-established mechanisms leading to biased behav-
ior, it is worth noting that evidence for their unconscious
operation is still relatively scarce. Because both mechanisms
may involve either conscious or unconscious effects of social

category cues, future research would be helpful to establish
the conditions under which biased interpretation and biased
weighting influence judgments and decisions outside of
awareness. In instances involving unconscious effects of
social category cues, the respective findings would provide
valuable information on the mental processes that can lead
to IB. In such cases, unconscious effects of social category
cues on behavioral responses would be the behavioral phe-
nomenon that needs to be explained and biased interpret-
ation and biased weighting would be two potential
mechanisms that explain the behavioral phenomenon of IB
(see De Houwer et al., 2013).5

Expanding on evidence for the roles of biased interpret-
ation and biased weighting, an interesting follow-up ques-
tion is what predicts the outcome of the two mechanisms
and their conscious versus unconscious operation. Although
IB should not be equated with BIM, studies on this question
might suggest a systematic link with BIM. For example,
research may suggest that some instances of IB result from
biased interpretation of target information, and that biased
interpretations in these cases are systematically related to
BIM but not BEM (e.g., Gawronski et al., 2003).6 Similarly,
research may suggest that biased weighting can be involved
in both EB and IB, in that biased weighting may occur
either consciously or unconsciously. Moreover, whereas con-
scious operation of biased weighting may be systematically
related to BEM but not BIM, unconscious operation of
biased weighting may be systematically related to BIM but
not BEM. Although these questions naturally follow from a
clear separation of IB and BIM, empirical evidence for these
links is surprisingly scare, presumably due to the common
conflation of IB and BIM.

Bias Intervention

Another important question for future research concerns the
factors that influence IB. In addition to providing valuable
information about the sources of IB, research on this ques-
tion has important implications for interventions to reduce
IB, including implicit-bias trainings in organizational con-
texts (Carter, Onyeador, & Lewis, 2020; Onyeador et al.,
2021). Drawing on the common equation of IB and BIM,
numerous studies have tested the effectiveness of various
interventions in reducing BIM, assuming that any such
reductions are associated with corresponding reductions in
discriminatory behavior (e.g., Lai et al., 2014). However, the
latter assumption conflicts with evidence suggesting that
intervention-related changes in BIM are not generally associ-
ated with corresponding changes in discriminatory behavior
(Forscher et al., 2019) and, conversely, intervention-related
changes in discriminatory behavior are not generally

5It is worth noting that our discussion of potential mechanisms underlying IB
is not meant to be exhaustive, in that IB could result from multiple other
mechanisms besides biased interpretation and biased weighting.
6Consistent with this hypothesis, Hugenberg and Bodenhausen (2003) found
that biased interpretations of neutral facial expressions were associated with
BIM but not BEM. However, their study did not include any data that could
confirm unawareness, rendering interpretations in terms of IB premature.

IMPLICIT BIAS ≠ BIAS ON IMPLICIT MEASURES 147



associated with corresponding changes in BIM (Forscher,
Mitamura, Dix, Cox, & Devine, 2017). Although these stud-
ies have focused on discriminatory behavior more broadly
rather than IB in particular, they are consistent with the cur-
rent argument that IB should not be equated with BIM. The
broader implication of this argument for bias intervention is
that research on BIM should not be used to draw inferences
about how we can reduce IB. Instead, interventions designed
to reduce IB need to be evaluated for their effectiveness in
reducing actual instances of IB. Evidence for intervention-
related reductions in BIM is not suitable to address this
question, because IB and BIM are not the same.

One important question in this context is how one could
help people identify effects of social category cues in order
to provide a basis for bias correction (see Strack &
Hannover, 1996; Wegener & Petty, 1997; Wilson & Brekke,
1994). Research on bias correction suggests that naïve real-
ism might be a major obstacle in this endeavor. Naïve real-
ism refers to the phenomenon that people treat their
subjective perceptions as direct reflections of objective reality
(Ross & Ward, 1996), which can undermine efforts to cor-
rect for IB. Moreover, research on motivated ideologies sug-
gests that people may not be willing to acknowledge their
biases for multiple reasons (Neville, Awad, Brooks, Flores, &
Bluemel, 2013; Wellman, Wilkins, Newell, & Stewart, 2019),
which can similarly undermine efforts to correct for IB. For
example, in cases involving biased interpretations of mun-
dane activities by Black people, a person may state that they
should call the police on anyone who is trying to break into
a house regardless of whether the target is White or Black.
However, they may not realize that they are interpreting a
target’s behavior as “trying to break into a house” only
when the target is Black, and that they would not interpret
the same behavior in this way if the target was White.
Similarly, in cases involving biased weighting of work-
related credentials by a man and a woman, a person may
rationalize their preference for hiring the man based on
unique credentials of that candidate. However, they may not
realize that their justification is arbitrary in the sense that
they would express the same preference with a different jus-
tification if the credentials of the two candidates were
reversed. Thus, in both cases, people may deny that social
category cues had any influence on their responses and refer
primarily to their perceptions of the target, without realizing
that their perceptions of the target are influenced by social
category cues (see Dovidio & Gaertner, 2004; Ledgerwood,
Eastwick, & Gawronski, 2020). Implicit-bias trainings that
educate people about IB as a phenomenon may be an
important first step, but without practical advice on how to
identify IB in specific situations and without interventions
that tackle the motivated processes that counteract acknow-
ledgement of bias, such trainings will likely be ineffective in
combatting IB (see also Carter et al., 2020). Moreover, even
when such broader interventions are available, interventions
at the individual-level will most likely have to be supple-
mented with changes at the structural level of decision envi-
ronments to tackle IB more effectively (Onyeador et al.,
2021). Although some recommendations on these issues can

be derived from the literature on bias correction (see
Gawronski, Ledgerwood, et al., 2020) and racial identity
development (see Helms, 1997), we still know surprisingly
little about the most effective ways to reduce IB. Research
investigating the effectiveness of bias interventions in reduc-
ing BIM are not suitable to address these questions, because
BIM is not the same as IB.

Psychometrics of IB

Solid answers to these questions require valid and reliable
paradigms to study IB. Yet, to some readers, our rejection of
BIM as a paradigm to study IB may sound like advocacy for
going back to the modal practice prior to Greenwald and
Banaji’s (1995) seminal review of implicit social cognition
research. A major problem identified by Greenwald and
Banaji was that many studies in this area relied on poorly
validated ad-hoc measures with questionable psychometric
properties. This situation changed significantly with the
development and widespread use of implicit measures.
Although implicit measures differ considerably in terms of
their psychometric properties (see Gawronski & De Houwer,
2014; Greenwald & Lai, 2020), research using implicit meas-
ures has paid much more attention to these issues compared
to implicit social cognition research conducted prior to the
publication of Greenwald and Banaji’s (1995) article. Does
our rejection of BIM as a paradigm to study IB move us
back to the time of poorly validated ad-hoc measures with
questionable psychometric properties?

To be clear, we fully agree with Greenwald and Banaji’s
(1995) conclusion that solid research on IB requires properly
validated instruments with satisfactory psychometric proper-
ties. Such instruments still do not exist more than a quarter
century later. Moreover, although the development of impli-
cit measures has inspired an enormous amount of research
on BIM, this research provides no information about IB if
IB is understood as an unconscious effect of social category
cues on behavioral responses. Based on these observations,
we would argue that research on IB has made very little (if
any) progress since Greenwald and Banaji (1995), primarily
due to the shift in research foci from IB to BIM that
resulted from the equation of the two constructs. Yet, in
contrast to the stagnation of research on IB, there has been
considerable progress in research on unconscious processes
more broadly (see Gawronski & Bodenhausen, 2012; Hahn,
& Goedderz, 2020; Newell & Shanks, 2014; Sweldens et al.,
2014). This research has provided valuable insights into how
one should (and should not) study unconscious processes,
and these insights should be quite helpful if we accept the
challenge of going back and starting over where the pre-
dominant focus on BIM led to a stagnation of research on
IB. As we discuss in the final section, IB likely plays a sig-
nificant role in the perpetuation of disparities at the societal
level, a topic many researchers in this area care about.
However, our understanding of these issues is still very lim-
ited due to the scarcity of research on IB (which stands in
contrast to the massive amount of research on BIM).
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Links to Societal Disparities

For many psychologists, the interest in BIM and IB is rooted
in the idea that empirical findings regarding these constructs
may help them understand and tackle disparities at the soci-
etal level. Thus, an important question arising from the dis-
tinction between BIM and IB is how societal disparities may
be related to BIM and IB, respectively.

Societal Disparities and BIM

Regarding a potential contribution of BIM to societal dispar-
ities, it seems unlikely that BIM functions as a direct cause
of disparities at the societal level, but it may be indirectly
related to societal disparities via discriminatory behavior
that is associated with BIM. Although average correlations
between BIM and discriminatory behavior vary across meta-
analyses (Cameron et al., 2012; Greenwald et al., 2009;
Kurdi et al., 2019; Oswald et al., 2013), the average correla-
tions obtained in these meta-analyses tend to be relatively
small overall. Some have argued that statistically small asso-
ciations between BIM and discriminatory behavior at the
individual level can still have large effects at the societal level
if they affect many people simultaneously or repeatedly
affect single persons (Greenwald, Banaji, & Nosek, 2015),
but in the absence of direct evidence for the background
assumptions underlying such claims, the presumed role of
BIM as a cause of societal disparities is still unclear (see
Mallon, 2021).

Regarding a potential contribution of societal disparities
to BIM, some researchers suggested that BIM reflects biases
in the environment of the person completing an implicit
measure rather than individual biases of the person. For
example, in their bias-of-crowds model, Payne, Vuletich,
and Lundberg (2017) argued that (1) societal disparities
influence the situational accessibility of bias-related concepts
and (2) BIM is shaped primarily by situationally rather than
chronically accessible concepts. These hypotheses reconcile
three sets of paradoxical findings in the literature on BIM.
First, they explain how BIM can be widespread and robust
on average (Nosek et al., 2007), yet highly unstable over just
a few weeks at the individual level (Gawronski, Morrison,
Phills, & Galdi, 2017). Second, they explain how BIM can be
highly stable across age starting from early childhood
(Dunham, Baron, & Banaji, 2008) despite being highly
unstable over just a few weeks (Gawronski et al., 2017).
Third, they explain why aggregate scores of BIM at the
regional level show strong associations with societal dispar-
ities (Hehman, Calanchini, Flake, & Leitner, 2019), although
meta-analytic associations between BIM and discriminatory
behavior at the individual level tend to be relatively small
overall (Cameron et al., 2012; Greenwald et al., 2009; Kurdi
et al., 2019; Oswald et al., 2013). According to the bias-of-
crowds model, robust average levels of bias over time and
across age groups reflect the relative stability of disparities at
the societal level, while short-term fluctuations at the indi-
vidual level reflect variations in concept accessibility driven
by incidental features of a person’s context. Moreover,
strong associations between societal disparities and aggregate

scores of BIM at the regional level reflect a causal effect of
situational factors on the accessibility of bias-related con-
cepts, while the reverse effect of accessible concepts on dis-
criminatory behavior at the individual level may be regarded
as spurious, at least from the predominantly situational per-
spective of the bias-of-crowds model.

Although the bias-of-crowds model deserves credit for
taking a step toward connecting work on systemic and insti-
tutional racism (e.g., Jones & Carter, 1996; Salter et al.,
2018) with research on BIM, the model has also been the
target of criticism. For the purpose of the current analysis,
two critical arguments seem especially relevant. First, the
model is unable to explain why the temporal stability of
BIM at the individual level is substantially higher when the
situational context is controlled in a way that is meaning-
fully related to the focal target group (Gschwendner,
Hofmann, & Schmitt, 2008). According to the bias-of-
crowds model, any individual differences in BIM obtained
under such conditions should be measurement noise, which
should decrease (rather than increase) the temporal stability
of BIM at the individual level (Gawronski & Bodenhausen,
2017). Second, the set of paradoxical findings can also be
explained as the product of noisy measurement of BIM and
reduction of measurement noise via aggregation (Connor &
Evers, 2020). Whereas aggregation of data across individuals
isolates situation-related variance by eliminating effects of
person-related factors (e.g., Payne et al., 2017), aggregation
of data across situations isolates person-related variance by
eliminating effects of situation-related factors (e.g., Ajzen,
1987). Either of the two approaches can be helpful to elim-
inate variance caused by factors that are unrelated to a focal
research question. However, both approaches are limited in
their ability in capturing the complex role of person-by-situ-
ation interactions, as reflected in the finding that individual
differences in BIM are much more stable over time when
the situational context is systematically controlled
(Gschwendner et al., 2008). Thus, although it is possible that
societal disparities contribute to BIM, the idea that BIM
could be interpreted as a direct indicator of societal dispar-
ities seems problematic on both conceptual and empir-
ical grounds.

Societal Disparities and IB

Regarding the relation between IB and societal disparities, it
seems likely that unconscious effects of social category cues
contribute to disparities at the societal level. If consequential
decisions regarding hiring, promotions, housing, policing,
criminal sentencing, etc. are influenced by social category
cues outside of decision-makers’ awareness, and such influ-
ences occur at a sufficiently high rate, they will surely lead
to systematic disparities at the societal level. However,
empirical evidence on the link between individual-level psy-
chological processes and macro-level societal outcomes is
still scarce, presumably due to the need for interdisciplinary
approaches to tackle this important issue (e.g., Hailey, 2020).
Future research combining methods from multiple
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disciplines within the social sciences (e.g., psychology, soci-
ology, economics) would help to fill this gap.

Regarding the reverse link, empirical findings in the
broader literature lend support to the idea that societal dis-
parities may lead to IB. A central aspect of societal dispar-
ities is that they involve a history of group-related
differences in social roles and status positions (e.g., organ-
izational policies and national propaganda campaigns in the
U.S. pushed women out of the traditionally male workplace
following World War II; Honey, 1984). A considerable body
of evidence suggests that people readily infer corresponding
dispositions from role-constrained behaviors without taking
the impact of situational role-constraints into account
(Gilbert & Jones, 1986; Humphrey, 1985; Ross, Amabile, &
Steinmetz, 1977), a phenomenon known as the fundamental
attribution error or correspondence bias (for a review, see
Gawronski, 2004). Similar attributional biases have been
found at the group level (Allison & Kerr, 1994; Allison &
Messick, 1985; Mackie & Allison, 1987; Worth, Allison, &
Messick, 1987), suggesting that group-related asymmetries in
social roles and status positions can shape mental represen-
tations of social groups (Diekman & Eagly, 2000). To the
extent that these representations influence the interpretation
and weighting of information about group members in a
conscious manner, societal disparities may contribute to EB.
If such effects occur unconsciously, societal disparities could
be a source of IB. To the extent that IB conversely contrib-
utes to societal disparities, these mechanisms suggest a loop
of mutually enhancing factors, in which historically rooted
disparities contribute to IB and then IB perpetuates these
disparities. Although findings in the broader literature are
consistent with such a conclusion, systematic investigations
regarding the mutually reinforcing nature of IB and societal
disparities are still lacking. Future research on these ques-
tions would be helpful to fill this gap.

Societal Disparities Without Bias

Although it seems likely that both IB and EB contribute
to disparities at the societal level, it is worth noting that
their shared definition of bias as the causal effect of social
category cues on behavioral responses does not capture
another important aspect of societal disparities known as
disparate impact. U.S. labor law specifies disparate impact
in terms of practices that adversely affect a particular
social group even when the practices themselves are for-
mally neutral (see Title VII of the Civil Rights Act of
1964). Although such practices can lead to systematic dis-
crimination and perpetuate historically rooted disparities,
they are not captured by the psychological concept of bias
if it is defined as the causal effect of social category cues
on behavioral responses.

To illustrate this issue, consider the fact that, for a con-
siderable period in the history of the United States, institu-
tionalized housing discrimination locked African Americans
out of building wealth through home ownership (Rothstein,
2017). Now imagine a current-day mortgage lender who
uses formally neutral criteria indicating wealth (e.g., bank

balance) to determine a buyer’s pre-approved loan amount.
In terms of a definition of bias as the effect of social cat-
egory cues, the lender would not be engaging in biased
behavior because race is not a causal factor influencing their
decision. Nevertheless, such decision criteria have disparate
impact in the sense that they systematically disadvantage
African Americans due to the history of racial discrimin-
ation in housing. Research focusing exclusively on bias, as
defined here, is unable to capture such systemic sources of
societal disparities.

This example illustrates the chasm between the bias con-
cept in psychological research and the real-world disparities
that many psychologists endeavor to solve. Thus, under-
standing and reducing disparities at the societal level
requires a broader, historically-rooted approach that goes
beyond a purely psychological conceptualization of bias
(Hooks, 2003; Salter et al., 2018). Focusing specifically on
the goals of implicit-bias trainings, it may not be enough to
raise awareness of the effects of social category cues and to
train decision-makers to control effects of social category
cues. Rather, interventions would need to include changes at
the system level to shift decision-makers’ focus away from
criteria that have historically been easier to acquire for some
social groups than others (Ledgerwood et al., 2021; Salter
et al., 2018).

Situating psychological treatments of bias in the context
of historical and systemic disparities raises a number of
complex issues, especially when we consider the many ways
that real-world decisions can be influenced by social cat-
egory cues. To illustrate these complexities, consider the fol-
lowing example: when selecting a person to fill a position,
Avery selects a strong White candidate with Credential X
over a similarly strong Black candidate without Credential
X. The distinction between EB, IB, and disparate impact
suggest three potential scenarios involving Avery’s prefer-
ence for the White candidate. First, Avery might want to
hire a White person and is consciously using Credential X
to justify this preference in a seemingly race-neutral manner.
In this case, Avery can be said to exhibit EB in the sense
that (1) social category cues influenced Avery’s decision and
(2) Avery is aware of the influence of social category cues.
Second, Avery might have a preference for the White candi-
date with Credential X, but may not realize that this prefer-
ence is rooted in the candidate’s race rather than Credential
X. In this case, Avery can be said to exhibit IB in the sense
that (1) social category cues influenced Avery’s decision and
(2) Avery is unaware of the influence of social category
cues. Finally, Avery might have a preference for the White
candidate with Credential X and would have chosen which-
ever candidate had Credential X regardless of its correlation
with race. In this case, Avery’s decision would not be biased
according to the definition used here, but the decision
would still have disparate impact if Credential X is generally
more common for White than Black candidates (e.g., due to
historical discrimination).

One could imagine constructing a tightly controlled lab
experiment to tease apart these three cases. By orthogonally
manipulating social category cues and their correlation with
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a particular attribute (e.g., having Credential X), it is pos-
sible to determine whether the attribute has the same effect
regardless of its correlation with social category cues in the
experiment or whether the effect of the attribute on a deci-
sion changes as a function of its correlation with social cat-
egory cues (e.g., Norton et al., 2004). To the extent that
there is evidence for bias (i.e., a causal effect of social cat-
egory cues that is independent of the attribute), awareness
of bias could be probed by ensuring high motivation and
high ability to correct for bias. Although carefully designed
manipulations of this kind permit identification of implicit
bias in the lab, tight control of these factors is virtually
impossible for behavior and decisions in real-world contexts,
where correlates of social category cues are often deeply his-
torically entrenched, and people learn about (and use and
justify) these correlates gradually over time (see Mueller,
2017; Salter et al., 2018).

Given these ambiguities, it would be fallacious to infer
that the use of correlated attributes in real-world decisions
is generally unbiased. After all, reliance on a seemingly neu-
tral decision criterion may be rooted in its correlation with
social category cues. Moreover, even if a correlated attribute
is used independent of its correlation with social category
cues, it can still perpetuate historical disparities in a manner
that evades a purely psychological conceptualization of bias.
Thus, although EB and IB are clearly important for under-
standing and tackling societal disparities, they are insuffi-
cient because a psychological conceptualization bias as the
effect of social category cues does not capture systemic fac-
tors involving disparate impact.

Conclusions

Some critics have dismissed the idea of IB based on extant
controversies surrounding implicit measures, and such skep-
tical conclusions can be found in both academic (e.g.,
Schimmack, 2021) and nonacademic (e.g., MacDonald, 2017)
writings. Such criticism does not seem surprising given the
common equation of IB and BIM. However, it is premature
in light of the current arguments for why IB should not be
equated with BIM. Even if all critiques of BIM research were
valid, a complete dismissal of this research would have no
direct implications for the construct of IB, which is concep-
tually and empirically distinct from BIM.

Although it may be difficult to break the terminological
habit of labeling the outcomes of implicit measures as IB, a
strict distinction between IB and BIM has several advantages.
First, by offering a clear and unambiguous definition of IB, it
resolves conceptual ambiguities arising from the multiple
meanings implied by current terminological conventions.
Second, by highlighting several important questions that have
been largely ignored, it has the potential to stimulate new
empirical research. Third, by promoting conceptual precision
in the interpretation of data, it provides a better foundation
for theories of IB. Fourth, by conceptualizing IB in a manner
that permits direct applications to meaningful behavior in nat-
ural settings, it highlights the broader significance of IB in a
manner that is not directly evident from BIM.

In response to the identified problems arising from the
equation of IB and BIM, proponents of the equation may sug-
gest that it might be easier to adopt a terminological practice
that refers to BIM as IB by mere convention, using a theoret-
ically agnostic list of instruments that does not invoke any
conceptual or empirical assumptions about the instruments
on that list. Although such a terminological convention would
address the identified problems of equating IB and BIM, it
would downgrade IB research to a level where it becomes
equivalent to investigations of responses on computerized
tasks. Without strong assumptions regarding a systematic link
between such responses and meaningful behavior, such an
approach would severely reduce the value of IB research for
understanding biased behavior and social discrimination.

Of course, critics of implicit measures may draw the same
conclusion for BIM research in general, even when the dis-
tinction between IB and BIM is taken seriously.
Acknowledging the possibility of such a conclusion, the cur-
rent proposal can be interpreted as calling for a shift in the
current research agenda. Instead of focusing predominantly
on correlates and determinants of BIM, more valuable insights
might be gained by allocating the available resources to stud-
ies on IB, its boundary conditions, and its underlying mental
processes. BIM may still play a role in this endeavor by pro-
viding insights into the determinants of IB. However, the
emphasis in such research would be different from the one in
extant research on BIM, in that the primary focus is on IB as
a phenomenon that needs to be understood, and BIM may
serve as a tool to understand IB. Keeping the extant emphasis
on BIM as the focal phenomenon would provide insights into
IB only if BIM can be meaningfully equated with IB. The cur-
rent analysis suggests that such an equation is highly prob-
lematic on both conceptual and empirical grounds.
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