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Research on moral dilemma judgments has been fundamentally shaped by the distinction between
utilitarianism and deontology. According to the principle of utilitarianism, the moral status of behavioral
options depends on their consequences; the principle of deontology states that the moral status of
behavioral options depends on their consistency with moral norms. To identify the processes underlying
utilitarian and deontological judgments, researchers have investigated responses to moral dilemmas that
pit one principle against the other (e.g., trolley problem). However, the conceptual meaning of responses
in this paradigm is ambiguous, because the central aspects of utilitarianism and deontology—
consequences and norms—are not manipulated. We illustrate how this shortcoming undermines theo-
retical interpretations of empirical findings and describe an alternative approach that resolves the
ambiguities of the traditional paradigm. Expanding on this approach, we present a multinomial model
that allows researchers to quantify sensitivity to consequences (C), sensitivity to moral norms (N), and
general preference for inaction versus action irrespective of consequences and norms (I) in responses to
moral dilemmas. We present 8 studies that used this model to investigate the effects of gender, cognitive
load, question framing, and psychopathy on moral dilemma judgments. The findings obtained with the
proposed CNI model offer more nuanced insights into the determinants of moral dilemma judgments,
calling for a reassessment of dominant theoretical assumptions.
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In the summer of 2014, Dr. Kent Brantly, an American doctor
working for a medical mission group in Liberia, got infected with
Ebola. Dr. Brantly’s chances of surviving his infection were ex-

tremely low unless he was returned to the United States for
treatment. Yet, bringing him back involved a risk that the virus
might spread and cause an Ebola outbreak in the United States.
During the weeks before Dr. Brantly was returned and cured of the
deadly disease, his case became the subject of heated debates in the
popular media (Blinder & Grady, 2014). Whereas some claimed a
moral duty to save Dr. Brantly’s life by returning him to the United
States for treatment, others argued that it would be better to let him
die in Liberia to avoid the potential death of a larger number of
people that might be caused by an Ebola outbreak in the United
States.

The debate surrounding Dr. Brantly’s case illustrates potential
conflicts between two moral principles that play a central role in
research on moral judgment. The first principle, often associated
with the moral philosophy of Immanuel Kant, emphasizes the
irrevocable universality of rights and duties. According to the
principle of deontology, the moral status of a behavioral option is
derived from its consistency with moral norms (often called rule-
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based morality). From a deontological view, a behavioral option is
morally acceptable if it is consistent with moral norms, but it is
morally unacceptable if it is inconsistent with moral norms (e.g.,
not returning Dr. Brantly to the United States is morally unaccept-
able from a deontological view, because it violates a moral duty to
save his life). The second principle, often associated with the
moral philosophy of John Stuart Mill, emphasizes the greater
good. According to the principle of utilitarianism, the moral status
of a behavioral option depends on its consequences for overall
well-being (also called consequentialist morality). To the extent
that a behavioral option increases overall well-being, it is deemed
morally acceptable from a utilitarian view. Yet, if the same be-
havioral option decreases overall well-being, it is deemed morally
unacceptable from a utilitarian view (e.g., not returning Dr.
Brantly to the United States is morally acceptable from a utilitarian
view, because it prevents the potential death of a larger number of
people).

For decades, moral psychology was dominated by rationalist
theories assuming that moral judgments arise from deliberate
thought processes involving the reasoned application of abstract
moral principles (Kohlberg, 1969). More recently, this rationalist
approach gave way to theories that attribute a central role to
affective and intuitive processes (Greene & Haidt, 2002). Consis-
tent with this development, several recent theories argue that moral
judgments often stem from psychological processes that do not
involve reasoned applications of abstract moral principles. For
example, a widespread assumption in moral psychology is that
utilitarian judgments result from a deliberate cognitive analysis of
costs and benefits, whereas deontological judgments are the prod-
uct of automatic emotional processes that do not involve a rea-
soned application of moral norms (Greene, Morelli, Lowenberg,
Nystrom, & Cohen, 2008; Greene, Nystrom, Engell, Darley, &
Cohen, 2004; Greene, Sommerville, Nystrom, Darley, & Cohen,
2001).

To test these hypotheses, numerous studies have investigated
responses to moral dilemmas that pit one principle against the
other, the most prominent example being the so-called trolley
problem (e.g., Bartels, 2008; Greene et al., 2001, 2004; Koenigs et
al., 2007; Moore, Clark, & Kane, 2008; Nichols & Mallon, 2006;
Starcke, Ludwig, & Brand, 2012; Strohminger, Lewis, & Meyer,
2011; Suter & Hertwig, 2011; Valdesolo & DeSteno, 2006). In the
current article, we argue that the conceptual meaning of responses
in this paradigm is ambiguous, because the defining aspects of
utilitarianism and deontology, consequences and norms, are not
manipulated (see Gawronski & Beer, in press). Therefore, theo-
retical interpretations of the observed judgments are premature and
prone to inaccurate conclusions about the psychological underpin-
nings of moral judgments. To address this limitation, we propose
an alternative approach in which utilitarian responses are inferred
from the sensitivity of judgments to morally relevant conse-
quences, and deontological responses are inferred from the sensi-
tivity of judgments to moral norms. Expanding on this approach,
we present a mathematical model that allows researchers to quan-
tify sensitivity to consequences (C), sensitivity to moral norms (N),
and general preference for inaction versus action irrespective of
consequences and norms (I) in responses to moral dilemmas.1 To
demonstrate the more nuanced insights that can be gained with this
approach, we present 8 studies that have used this model to

investigate the effects of gender, cognitive load, question framing,
and psychopathy on moral dilemma judgments.

The Moral Dilemma Paradigm

The traditional moral dilemma paradigm is based on the idea
that utilitarian and deontological responses can be measured with
scenarios that pit one principle against the other. The most prom-
inent example is the trolley problem in which a runaway trolley
would kill a group of five workers unless participants engage in
actions to redirect or stop the trolley. In the original switch
dilemma, participants could pull a lever to redirect the trolley to
another track, where it would kill only one person instead of five
(Foot, 1967). Other variants of the trolley problem include the
footbridge dilemma, in which the five workers could be saved by
pushing a man from a bridge to stop the trolley (Thomson, 1976).
According to the principle of utilitarianism, pulling the lever or
pushing the man would be morally acceptable, because either
action maximizes overall well-being (i.e., it is morally acceptable
to kill one person, if it helps to save the lives of five). According
to the principle of deontology, both actions are morally unaccept-
able, because they are in conflict with the moral norm that one
should not kill other people (i.e., it is morally unacceptable to kill
another person, regardless of the consequences). Thus, participants
who view these actions as acceptable are usually claimed to have
made a utilitarian judgment, whereas participants who view them
as unacceptable are claimed to have made a deontological judg-
ment.

Despite their striking popularity, research using trolley problems
has been criticized for many reasons, one prominent critique
objecting to the unrealistic, comical nature of the employed sce-
narios. For example, Bauman, McGraw, Bartels, and Warren
(2014) argued that trolley problems tend to be amusing rather than
sobering, and therefore unlikely to elicit the same psychological
processes as moral situations in the real-world. This criticism
could be addressed by using more serious dilemmas of higher
real-world relevance. For example, after 9/11 there were heated
debates regarding whether it would be acceptable to shoot down
abducted passenger planes to prevent terrorists from crashing them
into densely populated areas (Whitlock, 2006). Carefully con-
structed scenarios of this kind would address many of the concerns
against trolley problems while keeping their original dilemma
structure. However, there is a much more fundamental limitation
that still applies to any such dilemmas. The main problem is that
the defining aspects of utilitarian and deontological responses,
consequences and norms, are not manipulated in the traditional
dilemma paradigm, which undermines theoretical interpretations
of the observed responses.

Identifying Utilitarian and Deontological Responses

Conceptually, utilitarian judgments are defined by the property
that they are sensitive to consequences. Thus, to categorize a given

1 The qualifier general in general preference for inaction versus action
is meant to specify that the described preference is independent of conse-
quences and moral norms (see Figure 1). It is not meant to describe a
psychological trait or a judgmental preference that necessarily generalizes
to nonmoral decision-making (although neither one is ruled out as an
empirical possibility).
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judgment as utilitarian, it is essential to confirm its property of
being sensitive to consequences, which requires a comparison of
judgments across scenarios with different consequences (Gawron-
ski & Beer, in press). Yet, somewhat surprisingly, the specific
consequences of a given behavioral option are rarely manipulated
in moral dilemma research (for notable exceptions, see Cao et al.,
in press; Conway & Gawronski, 2013; Nichols & Mallon, 2006;
Trémolière & Bonnefon, 2014; Piazza, Sousa, & Holbrook, 2013).
The failure to manipulate consequences renders theoretical inter-
pretations of traditional dilemma responses ambiguous. On the one
hand, it is possible that participants are willing to sacrifice the life
of one person only when it saves the lives of several others. On
the other hand, it is possible that participants are willing to sacri-
fice the life of one person even if no lives are saved.

To illustrate this ambiguity, consider a participant who views
the action of redirecting the trolley in the switch dilemma as
acceptable. In terms of the traditional approach, this participant
would be claimed to have made a utilitarian judgment. Now
imagine that the same participant views the action of redirecting
the trolley as acceptable even when this action saves the life of
only one person (or no lives at all). In this case, the observed
pattern of judgments would not qualify as utilitarian in the sense of
the above definition, because it is insensitive to morally relevant
consequences. Consistent with this concern, several studies have
shown that participants with subclinical levels of psychopathy
show a greater willingness to accept harmful actions in the tradi-
tional trolley paradigm than nonpsychopathic participants (Bartels
& Pizarro, 2011; Kahane, Everett, Earp, Farias, & Savulescu,
2015; Patil, 2015; Pletti, Lotto, Buodo, & Sarlo, 2017). Yet, it
seems highly implausible that this difference reflects a greater
sensitivity to morally relevant consequences among psychopaths.
Instead, it seems more likely that psychopaths are willing to accept
harmful actions regardless of their consequences. Thus, acceptance
of harmful action in trolley dilemmas (and structurally similar
dilemmas) may reflect either (a) a genuine sensitivity to conse-
quences in the utilitarian sense, or (b) a general willingness to
accept harmful actions irrespective of their consequences. A clear
distinction between the two possibilities requires experimental
manipulations of consequences, which tend to be absent in tradi-
tional moral dilemma research.

Interpretations of deontological judgments entail a similar am-
biguity. Conceptually, deontological judgments are defined by the
property that they are sensitive to moral norms. Thus, to categorize
a given judgment as deontological, it is essential to confirm its
property of being sensitive to moral norms, which requires a
comparison of judgments across scenarios involving different
moral norms (Gawronski & Beer, in press). Yet, somewhat sur-
prisingly, the judgmental implications of moral norms have hardly
ever been manipulated in moral dilemma research (for a notable
exception, see Broeders, van den Bos, Müller, & Ham, 2011). The
most significant limitation in this regard is the exclusive focus on
proscriptive norms (i.e., norms that specify what people should not
do) without any consideration of prescriptive norms (i.e., norms
that specify what people should do; Janoff-Bulman, Sheikh, &
Hepp, 2009). Experimental manipulations of dilemmas involving
proscriptive versus prescriptive norms are essential for theoretical
interpretations of moral dilemma responses, because the exclusive
use of dilemmas involving proscriptive norms conflates sensitivity
to moral norms with general preference for inaction (see Crone &

Laham, 2017; van den Bos, Müller, & Damen, 2011). On the one
hand, it is possible that rejection of morally proscribed actions
reflects a sensitivity of judgments to moral norms. On the other
hand, it is possible that rejection of morally proscribed actions
reflects a general preference for inaction regardless of moral
norms.

Although previous research equated deontological judgments
with preference for inaction, this confound does not reflect the way
sensitivity to moral norms has to play out in moral dilemma
judgments (see Crone & Laham, 2017; Gawronski & Beer, in
press). To illustrate this point, consider the debate surrounding Dr.
Brantly’s Ebola infection. As we noted at the beginning of this
article, some people claimed a moral duty to return Dr. Brantly to
the United States to save his life, whereas others pointed out that
his return risked many lives if it caused an Ebola outbreak in the
United States. Different from the structure of the trolley problem,
a deontological judgment in the Ebola debate supports action (i.e.,
a moral duty to return Dr. Brantly to the United States to save his
life), whereas a utilitarian judgment supports inaction (i.e., not
returning Dr. Brantly to prevent potential harm to a larger number
of people).

As the Ebola example illustrates, a general preference for inac-
tion has to be distinguished from sensitivity to moral norms,
because the latter would suggest action in cases involving a pre-
scriptive norm. In moral psychology, the role of general action
aversion has been studied under the label omission bias, which
refers to the finding that harm caused by action is perceived as
worse than equivalent harm caused by inaction (Cushman, Young,
& Hauser, 2006; Spranca, Minsk, & Baron, 1991). In the broader
field of decision-making, similar asymmetries have been found in
research on the status quo bias and the action effect. The status quo
bias describes a preference for inaction in decision contexts with a
status quo alternative (e.g., option to maintain vs. change a prior
decision), which leads to a perpetuation of the current state of
affairs (Samuelson & Zeckhauser, 1988). The action effect refers
to the finding that negative outcomes are regretted more when they
are a result of action compared with inaction (Kahneman & Tver-
sky, 1982). Applied to research using trolley problems (and struc-
turally similar dilemmas), the prevalence of action-inaction asym-
metries in decision-making suggests that rejection of harmful
action may reflect either (a) a genuine sensitivity of judgments to
moral norms or (b) general preference for inaction regardless of
moral norms. A clear distinction between the two possibilities
requires experimental manipulations of dilemmas involving pro-
scriptive versus prescriptive norms, which tend to be absent in
traditional moral dilemma research.

Our discussion of consequences and norms as determinants of
moral dilemma judgments further illustrates why it is imperative to
consider general action tendencies as a potential third determinant.
Although general preference for inaction versus action can lead to
judgments that are congruent with either the utilitarian or the
deontological principle (see Baron, 1994), the specific patterns of
congruence depend on features of the situation. For example, in the
typical scenario of trolley dilemmas, a general preference for
inaction would lead to a judgment that is congruent with the
deontological principle and incongruent with the utilitarian prin-
ciple. Yet, this pattern differs from the one in the Ebola dilemma,
where a general preference for inaction would lead to a judgment
that is congruent with the utilitarian principle and incongruent with
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the deontological principle. Moreover, a general preference for
inaction would conflict with both principles when (a) the benefits
of a given action outweigh its costs and (b) a prescriptive norm
prescribes action. In such cases, both sensitivity to consequences
and sensitivity to moral norms would suggest action, which con-
flicts with a general preference for inaction.

Resolving Interpretational Ambiguities

Our analysis suggests that unambiguous interpretations of moral
dilemma judgments require confirmations of their defining properties.
Categorizations of moral dilemma judgments as “utilitarian” presup-
pose that the observed judgment is sensitive to consequences, which
requires experimental manipulations of consequences. Categoriza-
tions of moral dilemma judgments as “deontological” presuppose that
the observed judgment is sensitive to moral norms, which requires
experimental manipulations of moral norms. Together, these conclu-
sions imply that conceptual interpretations of moral dilemma judg-
ments require a comparison of responses to four types of dilemmas
involving different consequences and norms: (a) dilemmas in which a
proscriptive norm prohibits action and the benefits of action for
overall well-being are greater than the costs of action; (b) dilemmas in
which a proscriptive norm prohibits action and the benefits of action
for overall well-being are smaller than the costs of action; (c) dilem-
mas in which a prescriptive norm prescribes action and the benefits of
action for overall well-being are greater than the costs of action; (d)
dilemmas in which a prescriptive norm prescribes action and the
benefits of action for overall well-being are smaller than the costs of
action (Gawronski & Beer, in press). Variants of the four types of
dilemmas used in the current research are presented in Appendix A.
To avoid the concern that moral dilemmas tend to be unrealistic and
amusing rather than sobering (e.g., Bauman et al., 2014), all of these
dilemmas were inspired by real-world cases that ignited moral debates
about the most appropriate courses of action (e.g., Blinder & Grady,
2014). For example, the immune deficiency dilemma was inspired by
Dr. Kent Brantly’s Ebola infection, using the severity of action
outcomes to manipulate consequences (i.e., minor vs. severe conse-
quences) and salient behavioral options to manipulate moral norms
(i.e., norm to not harm vs. norm to help).2

The table on the right side of Figure 1 depicts the patterns of
responses across the four types of dilemmas that would qualify as
utilitarian and deontological judgments in terms of their definitions as
being sensitive to consequences and norms, respectively. A pattern of
utilitarian responding is reflected in a preference for action when the
benefits of action for overall well-being are greater than the costs of
action and a preference for inaction when the benefits of action for
overall well-being are smaller than the costs of action (see first row in
table of Figure 1). A pattern of deontological responding is reflected
in a preference for inaction when a proscriptive norm prohibits action
and a preference for action when a prescriptive norm prescribes action
(see second row in table of Figure 1). Either of these patterns has to
be distinguished from a general preference for inaction versus action
regardless of consequences and norms (see third and fourth rows in
table of Figure 1). If the focus is limited to dilemmas in which a
proscriptive norm prohibits action and the benefits of action are
greater than the costs (e.g., trolley problem), sensitivity to conse-
quences becomes indistinguishable from a general preference for
action regardless of consequences and sensitivity to moral norms

become indistinguishable from a general preference for inaction re-
gardless of moral norms (see first column in table of Figure 1).3

To avoid potential misunderstandings of our argument, it may help
to clarify the primary source of disagreement with the traditional way
of interpreting moral dilemma judgments. In the traditional approach,
it would be sufficient for a judgment to qualify as utilitarian if it
supports action in dilemmas where a proscriptive norm prohibits
action and the benefits of action are greater than the costs (e.g., trolley
problem). Conversely, it would be sufficient for a judgment to qualify
as deontological if it supports inaction in dilemmas where a proscrip-
tive norm prohibits action and the benefits of action are greater than
the costs. What matters is the mere consistency of a given judgment
with either the utilitarian or the deontological principle (see Greene,
2007). Our conceptualization differs from the traditional approach by
treating these criteria as necessary, but insufficient, for the identifica-
tion of utilitarian and deontological judgments. To qualify as utilitar-
ian, a judgment needs to meet the criterion of being sensitive to
consequences, which cannot be inferred from a single judgment but
requires a comparison across dilemmas with different consequences
(Gawronski & Beer, in press). That is, moral judgments should reflect
a preference for action when the benefits of action are greater than the
costs and a preference for inaction when the benefits of action are
smaller than the costs. In other words, a preference for action on
dilemmas in which a proscriptive norm prohibits action and the
benefits of action are greater than the costs is necessary but insuffi-
cient to categorize moral judgments as utilitarian. Similarly, to qualify
as deontological, a judgment needs to meet the criterion of being
sensitive to moral norms, which cannot be inferred from a single
judgment but requires a comparison across dilemmas with different
moral norms (Gawronski & Beer, in press). That is, moral judgments
should reflect a preference for inaction when a proscriptive norm

2 The immune deficiency dilemma was inspired by Dr. Kent Brantly’s
Ebola’s infection in Liberia and the debate about his return to the United
States for treatment. The assisted suicide dilemma was inspired by the case
of Brittany Maynard and the resulting debate about assisted suicide. The
abduction dilemma was inspired by the beheading of the American jour-
nalist James Foley by the terrorist Group ISIS. The transplant dilemma was
inspired by debates about a potential denial of life support to obtain organs
for transplants. The torture dilemma was inspired by whistleblowers’
revelation of the use of illegal interrogation techniques by the CIA and a
child abduction case in Canada that ignited a similar debate. The vaccine
dilemma was inspired by the debate about the potential use of unapproved
vaccines to fight the Ebola epidemic in various African countries.

3 A philosophical objection against our conceptualization of deontologi-
cal judgments is that general preference for inaction is consistent with the
deontological doctrine of doing and allowing (DDA), which states that
actively causing harm is morally worse than passively allowing harm.
From this perspective, both sensitivity to moral norms and general inaction
represent patterns of deontological responding, suggesting that they should
be combined under the unifying umbrella of deontological judgments.
However, from a psychological view, the two cases are still fundamentally
different, because they lead to distinct patterns of moral judgments.
Whereas sensitivity to moral norms favors inaction in dilemmas involving
a proscriptive norm and action in dilemmas involving a prescriptive norm
(see second row in table of Figure 1), a general preference for inaction
favors inaction regardless of proscriptive and prescriptive norms (see third
row in table of Figure 1). Because the two patterns of responses are likely
driven by different psychological processes, we deem it important to
distinguish between sensitivity to moral norms and general preference for
inaction in moral dilemma judgments, even though both patterns may be
described as deontological. We address the DDA argument in more detail
in the General Discussion when we discuss theoretical implications of our
findings.
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prohibits action and a preference for action when a prescriptive norm
prescribes action. In other words, a preference for inaction on dilem-
mas in which a proscriptive norm prohibits action and the benefits of
action are greater than the costs is necessary but insufficient to
categorize moral judgments as deontological.4

Another important aspect of our conceptualization is that it refers to
properties of overt judgments rather than underlying mechanisms (see
also Greene, 2007). Although utilitarian judgments are conceptually
defined by the property that they are sensitive to consequences, this
definition does not presuppose that the effect of consequences on
moral judgments is mediated by a deliberate analysis of costs and
benefits. After all, it is possible that the effect of consequences on
moral judgments is mediated by a process that does not involve a
deliberate analysis of costs and benefits (see Greene & Haidt, 2002).
Similarly, deontological judgments are conceptually defined by the
property that they are sensitive to moral norms, but this definition
does not presuppose that the effect of norms on moral judgments is
mediated by a reasoned application of moral norms. After all, it is
possible that the effect of moral norms is mediated by a process that
does not involve a reasoned application of moral norms, such as
automatic emotional reactions (see Greene & Haidt, 2002). The
psychological mechanism underlying each type of effect is a theoret-
ical issue that can only be addressed via empirical data (see De
Houwer, 2011). They are not implied by the conceptual definition of
utilitarian and deontological judgments in terms their sensitivity to
consequences and moral norms.

Quantification of Response Tendencies With
Multinomial Modeling

Expanding on the proposition that utilitarian and deontological
judgments should be identified on the basis of their sensitivity to
consequences and norms, we developed a multinomial processing tree
model that allows researchers to quantify (a) sensitivity to conse-
quences, (b) sensitivity to moral norms, and (c) general preference for

inaction versus action in responses to moral dilemmas (see Figure 1).
Multinomial modeling is a statistical technique designed to disentan-
gle the simultaneous contribution of multiple factors to categorical
responses (for reviews, see Batchelder & Riefer, 1999; Hütter &
Klauer, 2016). In social psychology, multinomial modeling has been
used to investigate the effect of stereotypes on memory (e.g., Gawron-
ski, Ehrenberg, Banse, Zukova, & Klauer, 2003; Klauer & Wegener,
1998), processes underlying implicit measures (e.g., Conrey, Sher-
man, Gawronski, Hugenberg, & Groom, 2005; Meissner & Rother-
mund, 2013; Nadarevic & Erdfelder, 2011; Stahl & Degner, 2007),
attitude formation via evaluative conditioning (e.g., Hütter & Sweld-
ens, 2013; Hütter, Sweldens, Stahl, Unkelbach, & Klauer, 2012), the
activation and application of stereotypes (e.g., Krieglmeyer & Sher-
man, 2012), intentional and unintentional empathy for pain (e.g.,
Cameron, Spring, & Todd, 2017), and intentional and unintentional
moral evaluations (e.g., Cameron, Payne, Sinnott-Armstrong, Schef-
fer, & Inzlicht, 2017). In the current work, we adapted a multinomial
modeling approach to measure the strength of specific response pat-
terns in participants’ judgments across moral dilemmas with different
consequences and norms. By comparing participants’ responses to the
four types of dilemmas across multiple scenarios (see Appendix A),
our multinomial model allows researchers to quantify (a) the degree to
which participants’ judgments are sensitive to consequences (see first
row of Figure 1), (b) the degree to which participants’ judgments are

4 To further illustrate this argument, consider the case of a police officer
shooting an unarmed Black man holding an ambiguous object. Although
the officer’s response may be categorized as an instance of racial bias, such
a categorization presupposes that the officer’s response would have been
different if the target was White. Similar to our arguments about the
categorization of moral dilemma judgments, a categorization of a response
as racial bias requires that the response is sensitive to the race of the target.
Such sensitivity cannot be inferred from a single response, but requires a
comparison of responses across cases involving targets with different racial
backgrounds (see Payne, 2001; Correll, Park, Judd, & Wittenbrink, 2002).

Figure 1. Multinomial processing tree predicting action versus inaction responses in moral dilemmas with
proscriptive and prescriptive norms and consequences involving benefits of action that are either greater or
smaller than costs of action.
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sensitive to moral norms (see second row of Figure 1), and (c) the
degree to which participants’ judgments reflect a general preference
for inaction versus action irrespective of consequences and norms (see
third vs. fourth rows of Figure 1).

The mathematical technique for these quantifications can be
illustrated by mapping the response patterns in Figure 1 to a
processing tree in which they are depicted as the outcomes of
four processing paths (see Figure 1). The three parameters in
this processing tree capture the likelihoods that the response to
a given dilemma is driven by consequences (C), moral norms
(N), and a general preference for inaction versus action irre-
spective of consequences and norms (I), hence termed the CNI
model of moral decision-making. The four paths in the process-
ing tree capture the four cases that lead to the depicted patterns
of responses in Figure 1. The utilitarian response pattern in the
first row of the table should emerge when responses to the four
types of dilemmas are driven by consequences. In the process-
ing tree, this case is captured by the path C, which depicts the
case that consequences drive responses. The deontological re-
sponse pattern in the second row of the table should emerge
when responses to the four types of dilemmas are driven by
moral norms. In the processing tree, this case is captured by the
path (1 – C) � N, which depicts the case that moral norms drive
responses when consequences do not drive responses. The
pattern of general inaction in the third row of the table should
emerge when responses to the four types of dilemmas reflect a
general preference for inaction. In the processing tree, this case
is captured by the path (1 – C) � (1 – N) � I, which depicts the
case of general inaction when neither moral norms nor conse-
quences drive responses. Finally, the pattern of general action
in the fourth row of the table should emerge when responses to
the four types of dilemmas reflect a general preference for
action. In the processing tree, this case is captured by the path
(1 – C) � (1 – N) � (1 – I), which depicts the case of general
action when neither moral norms nor consequences drive re-
sponses.5

Using the four processing paths on the left side of Figure 1, it is
possible to derive mathematical equations that capture the statis-
tical likelihood of an action (inaction) response on each of the four
types of dilemmas. These equations can be derived by (a) identi-
fying all cases within a given column that involve an action
(inaction) response, (b) linking each case to its corresponding
processing path on the left side of the figure, and (c) summing the
mathematical representations of these paths in a single equation.
For example, in dilemmas where a proscriptive norm prohibits
action and the benefits of action for overall well-being are greater
than the costs of action, an inaction response should occur when
either (a) moral norms drive the response when consequences do
not drive the response, (1 – C) � N, or (b) general preference for
inaction drives the response when neither moral norms nor con-
sequences drive the response, (1 – C) � (1 – N) � I. Algebraically,
this probability can be depicted as:

p(inaction |proscriptive norm, benefits � costs)

� [(1 – C) � N] � [(1 – C) � (1 – N) � I]

Conversely, in dilemmas where a proscriptive norm prohibits
action and the benefits of action for overall well-being are greater
than the costs of action, an action response should occur when
either (a) consequences drive the response, C, or (b) general

preference for action drives the response when neither moral
norms nor consequences drive the response, (1 – C) � (1 – N) �
(1 – I). Algebraically, this probability can be depicted as:

p(action |proscriptive norm, benefits � costs)

� C � [(1 – C) � (1 – N) � (1 – I)]

The same procedure can be used to derive the equations for action
and inaction responses on the other three types of dilemmas. For the
four types of dilemmas and the two kinds of potential responses (i.e.,
action vs. inaction) this procedure leads to a total of eight equations
(see Appendix B). Because the likelihood of an action response on a
given dilemma type is equal to 1 minus the likelihood of an inaction
response on that dilemma type, there are a total of four nonredundant
equations that include three unknowns (i.e., C, N, I). Using maximum
likelihood statistics, multinomial modeling generates parameter esti-
mates for the three unknowns that aim to minimize the difference
between the empirically observed probabilities of action versus inac-
tion in participants’ responses on the four types of dilemmas and the
probabilities of action versus inaction responses predicted by the
model equations using the identified parameter estimates. The ade-
quacy of the model in describing the data can be evaluated by means
of goodness-of-fit statistics, such that poor model fit would be re-
flected in a statistically significant deviation between empirically
observed probabilities and the probabilities predicted by the model.6

Differences in parameter estimates across groups can be tested by
enforcing equal estimates for a given parameter across groups. If
setting a given parameter equal across groups leads to a significant
reduction in model fit, it can be inferred that the parameter estimates
for the two groups are significantly different. If setting a given
parameter equal across groups does not lead to a significant reduction
in model fit, the parameters for the two groups are not significantly
different from each other.

Similar tests can be conducted to investigate whether a given
parameter estimate significantly differs from a reference value. For

5 In the processing tree, general preference for action is conceptualized
as the opposite of general preference for inaction. Hence, general action
and general inaction are captured by the same parameter (I). To keep the
coding of general action tendencies consistent with the concept of omission
bias (see Cushman et al., 2006), we chose a scoring procedure in which
higher scores reflect a stronger preference for inaction and lower scores
reflect a stronger preference for action.

6 Poor goodness-of-fit in multinomial modeling usually suggests that a
basic assumption of the model is violated (see Klauer, 2015). Such viola-
tions of model assumptions may reflect the general inadequacy of the
model in describing the data of a given paradigm, which should lead to
poor model fit across all applications of the model to this particular
paradigm. Alternatively, violations of model assumptions may reflect
incidental effects of additional factors that are not captured by the model,
which should lead to poor model fit only when these factors are present, but
not when they are absent. Moreover, because large sample sizes lead to
smaller confidence intervals for the estimated parameters, the likelihood of
significant deviations between actual and predicted response probabilities
increases as a function of sample size. Thus, poor model fit does not
necessarily question the general validity of a given model in describing the
data to the extent that (a) significant deviations between actual and pre-
dicted probabilities are limited to a small number of studies in a series of
multiple studies with large samples and (b) the obtained deviations are
small in terms of their effect size (i.e., when sample size is taken into
account in the evaluation of significant deviations). The size of significant
deviations can be evaluated with the effect size measure Cohen’s w.
According to Cohen (1988), a w of 0.10 represents a small effect, a w of
0.30 represents a medium effect, and a w of 0.50 represents a large effect.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

348 GAWRONSKI ET AL.



example, to test the impact of consequences on moral judgments, the
C parameter is set equal to zero and the resulting model fit is
compared with the fit of the model that does not include any restric-
tions for the C parameter. To the extent that enforcing a parameter
estimate of zero leads to a significant reduction in model fit, it can be
inferred that consequences significantly influenced participants’ re-
sponses to the four types of moral dilemmas. The same approach can
be used to test the influence of moral norms captured by the N
parameter. For the I parameter, comparisons to reference values are
equivalent, except that the reference value reflecting the absence of a
general action tendency is 0.5. Whereas values higher than 0.5 on the
I parameter reflect a general preference for inaction, values lower than
0.5 reflect a general preference for action.7

Relation to Process Dissociation

An important question is how the CNI model relates to earlier work
by Conway and Gawronski (2013) who used Jacoby’s (1991) process
dissociation (PD) procedure to disentangle the independent contribu-
tions of utilitarian and deontological inclinations to moral judgments.
Mathematically, PD is very similar to multinomial modeling, in that
both procedures allow researchers to quantify the contribution of
multiple factors to behavioral outcomes (see Hütter & Klauer, 2016;
Payne & Bishara, 2009). The primary difference is that PD is limited
to two factors whose contributions are calculated directly via linear
algebra using two equations with two unknowns. Multinomial mod-
eling permits the quantification of more than two factors whose
contributions are estimated through maximum likelihood statistics
using more equations than unknowns.

Aside from these technical differences, a major content-related
difference is that Conway and Gawronski’s (2013) PD approach is
limited to moral dilemmas involving proscriptive norms. It does not
capture the difference between moral dilemmas involving proscriptive
versus prescriptive norms. As such, the outcomes captured by the PD
model are limited to the four cells in the top-left corner of Figure 1.
This limitation leads to two major confounds in the parameters of the
PD model (see Gawronski, Conway, Armstrong, Friesdorf, & Hütter,
2016; Hütter & Klauer, 2016): (a) a confound between sensitivity to
moral norms and general preference for inaction in the PD parameter
that is supposed to capture deontological inclinations (D parameter)
and (b) a confound between sensitivity to consequences and general
preference for action in the PD parameter that is supposed to capture
utilitarian inclinations (U parameter). Our CNI model resolves the
confounds in Conway and Gawronski’s (2013) PD model, which can
(a) lead to spurious effects on the two PD parameters when a given
factor influences general preference for inaction and (b) conceal
meaningful effects when a given factor influences general preference
for inaction in a manner that counteracts simultaneous effects on
sensitivity to consequences or sensitivity to moral norms.

The Current Research

To demonstrate the more nuanced insights that can be gained from
the CNI model, we present the results of 8 studies that tested effects
of gender (Studies 1a and 1b), cognitive load (Studies 2a and 2b),
question framing (Studies 3a and 3b), and psychopathy (Studies 4a
and 4b) on moral dilemma judgments. Our concern with gender
differences was inspired by the question of whether women are more
deontological or less utilitarian than men (or both), which remains

ambiguous in the traditional dilemma approach (see Friesdorf, Con-
way, & Gawronski, 2015). The studies on cognitive load were based
on the hypothesis that utilitarian judgments are the product of cogni-
tively effortful processes (see Greene et al., 2008). The studies on
framing effects were inspired by research that utilized manipulations
of personal force to demonstrate enhanced deontological responding
as a result of increased emotional engagement (e.g., Greene et al.,
2001). Finally, the concern with psychopathy was based on research
showing that participants with subclinical levels of psychopathy show
a stronger tendency for utilitarian responding in trolley dilemmas,
which has been cited as an argument against the validity of the trolley
paradigm (e.g., Bartels & Pizzarro, 2011; Kahane et al., 2015).

Based on recent concerns about the reproducibility of psychologi-
cal findings (Open Science Collaboration, 2015), we conducted one
initial study and one replication for each of the four variables. To
avoid conclusions from false positives, we limit interpretations to
parameter effects that replicate across the two studies.8 To ensure that
the scenarios in our dilemmas are perceived as morally relevant by
our participants, we also conducted a pilot study in which participants
were asked to rate the moral relevance of the behaviors in our
dilemmas.

7 It is worth noting that the particular position of the three parameters in
the processing tree does not affect the goodness-of-fit of the model. All six
combinatorically possible models have the same degrees of freedom and
impose the same equality restrictions on the probabilities for showing a
particular response on the four kinds of dilemmas. Hence, there is no
empirical basis to compare the relative validity of the six models in
describing the data by means of model fit (K. C. Klauer, personal com-
munication, March 17, 2014). An important consideration in choosing the
current model specification was that the I parameter should be set as the
lowest one in the hierarchy, because the response patterns predicted for
the absence of all processes are defined as the opposite pattern of the
parameter that has the lowest position in the hierarchy (i.e., general action
as the opposite of general inaction). This feature permits an estimation of
general action preferences along a bipolar continuum of inaction versus
action (rather than a unipolar dimension of general preference for inaction).
To investigate potential differences in the observed results when the
positions of the C and the N parameter are reversed, we reran all reported
analyses with the reversed model. All of the reported effects replicated with
the reversed model. If anything, the results were somewhat stronger in that
two effects that were only marginally significant with the model in Figure
1 reached statistical significance with the reversed model (i.e., the marginal
effect on the N parameter in Study 3a and the marginal effect on the C
parameter in Study 4a were statistically significant with the reversed
model).

8 In addition to the eight studies reported in the main text, the Supple-
mentary Materials report the results of two studies that investigated effects
of images of the focal targets in the moral dilemmas. The experimental
manipulation in these studies was adapted from Conway and Gawronski
(2013) who aimed to manipulate salience of harm through pictures of the
focal targets. The basic idea underlying their manipulation was that in-
creased salience of harm should enhance automatic emotional responses to
the idea of causing harm, which should increase deontological judgments
according to the dual-process model of moral dilemma judgment (see Amit
& Greene, 2012). Although the CNI model fit the data well in both studies,
the effects on the three parameters were inconsistent across the two studies.
In the first study, presenting images of the focal targets failed to produce
any significant effects at all. In the second study, the same manipulation
significantly decreased scores on the N and the C parameters without
affecting the I parameter. In line with our stated practice of limiting
interpretations to parameter effects that replicate across studies, we refrain
from drawing any conclusions from these findings. Because the two studies
also failed to reproduce the original findings by Conway and Gawronski
(2013), we attribute the inconsistent results to unreliable effects of Conway
and Gawronski’s (2013) picture manipulation.
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To assess the goodness-of-fit of the model in describing the data
and to calculate estimates for the three parameters, we used the
free software multiTree by Moshagen (2010).9 In addition to
goodness-of-fit statistics and estimates for the three parameters,
the software provides standard errors and 95% confidence inter-
vals for the estimated parameter values.10 All of the reported
studies used the same estimation algorithm with random start
values, two replications, and a maximum of 90,000 iterations.
With two groups in each study, our model has a total of 8 free
categories (i.e., responses to four types of dilemmas for each of the
two groups) and a total of 6 parameters (i.e., three parameters
estimated for each of the two groups), which result in a difference of
2 for the degrees of freedom of the model. A zip-file with a multiTree
template and a tutorial on how to analyze moral judgment data with
our CNI model is available at http://www.bertramgawronski.com/
documents/CNI-Model_Materials.zip. The zip-file also includes cop-
ies of the dilemma materials (see Appendix A), a template file for lab
studies with our moral dilemmas using the psychological lab software
MediaLab by Empirisoft, and an SPSS syntax file for the aggregation
of data obtained with our MediaLab template file.

For each study, we aimed to recruit 200 participants (i.e., 100
participants per condition), which provides a statistical power of
.80 to detect a small between-groups effect of d � .40 in the
difference between two independent mean values. By default, we
excluded participants who failed to pass an instructional attention
check (4.6% across all studies) that was included in all of the
reported studies (see Oppenheimer, Meyvis, & Davidenko, 2009).
The data for each study (or study session in Studies 4a and 4b)
were collected in one shot without intermittent statistical analyses.
We report all measures, all conditions, and all data exclusions. The
raw data and syntax files for all studies are publicly available at
https://osf.io/xt66w/.

To compare the findings obtained with the CNI model to the
results of the traditional approach, we first report participants’
responses on moral dilemmas where a proscriptive norm prohibits
action and the benefits of action for overall well-being outweigh its
costs. In the traditional approach, action responses on this type of
dilemma have been treated as a direct indicator of utilitarian
responding and inaction responses have been treated as a direct
indicator of deontological responding. Thus, larger proportions of
action responses are typically interpreted as reflecting the degree
to which participants show a preference for utilitarian over deon-
tological responses. To illustrate the more nuanced insights that
can be gained from the CNI model compared with Conway and
Gawronski’s (2013) PD approach, we also analyzed the data using
PD. Expanding on the analysis using the traditional and the PD
approach, each study presents an analysis of the obtained data with
the CNI model, which offers more nuanced insights into whether
the focal variable in a given study influenced moral dilemma
judgments via (a) sensitivity to consequences, (b) sensitivity to
moral norms, or (c) general preference for inaction versus action
(or a combination of the three).

Pilot Study

To confirm that participants perceive the themes of our dilem-
mas to be morally relevant (cf. Bauman et al., 2014), we conducted
a pilot study in which participants were asked to rate the moral
relevance of the behaviors in our scenarios. To obtain reference

points for morally relevant and morally irrelevant behaviors, par-
ticipants were additionally asked to rate the moral relevance of
various behaviors mentioned by participants in an experience
sampling study on morality in everyday life (Hofmann, Wisneski,
Brandt, & Skitka, 2014) and a set of behaviors in nonmoral
decision problems (Greene et al., 2001).

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s Mechanical Turk
(MTurk) crowdsourcing platform (Buhrmester, Kwang, & Gos-
ling, 2011). Eligibility for participation was limited to English
native speakers with a HIT approval rate of at least 97%. Partic-
ipants received compensation of $1.00 for completing the study.
Of the 273 MTurk workers who initially began the study, 200
completed the study until the end. Of these participants, 5 failed to
pass an instructional attention check (see below). Data from these
participants were excluded from the statistical analyses, leaving us
with a final sample of 195 participants (110 women, 83 men, 2
neither male nor female; Mage � 36.58 years, SDage � 12.06).11

Procedure and materials. Participants were asked to read
descriptions of 56 behaviors (see Appendix C) and rate them for
their moral relevance on 5-point scales ranging from 1 (not at all)
to 5 (very much). The behavioral statements included three sets of
items: (a) brief descriptions of the 12 behaviors in our basic
dilemmas involving either a proscriptive or a prescriptive norm,
(b) the 32 sample behaviors listed in the Supplementary Online
Materials of Hofmann et al.’s (2014) experience sampling study on
morality in everyday life, and (c) a set of 12 behaviors in nonmoral
decision problems adapted from Greene et al. (2001). Participants
were presented with the following introduction before they com-
pleted the rating task:

In this study, we are testing materials for a project on moral judgment.
Toward this end, you will be asked to read 56 statements regarding
different behaviors. We would like you to indicate the extent to which
each of these behaviors represents an issue of moral relevance. A
behavior would be morally relevant if you consider it as either moral
or immoral. A behavior would be morally irrelevant if you consider it
neither moral nor immoral. Please consider each of the statements
independently. There are no right or wrong answers—just choose
what seems best to you.

Upon completion of the rating task, participants were presented
with a one-item instructional attention check to ensure that they
thoroughly read the behavioral descriptions (see Oppenheimer et
al., 2009). The attention check included the following instructions:

Most modern theories of decision making recognize the fact that
decisions do not take place in a vacuum. Individual preferences and

9 The software can be downloaded for free at http://psycho3.uni-
mannheim.de/Home/Research/Software/multiTree/.

10 Effect sizes of between-groups differences in the current studies were
calculated with David Wilson’s online effect size calculator using means,
standard errors, and sample sizes (https://www.campbellcollaboration.org/
escalc/html/EffectSizeCalculator-SMD8.php). The online tool is an official
companion to Lipsey and Wilson’s (2001) practical guide to meta-analyses.

11 Because participants had the option to skip items, missing data for
skipped items led to lower samples sizes for some of the statistical tests
reported below.
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knowledge, along with situational variables can greatly impact the
decision process. To facilitate our research on decision making we are
interested in knowing certain factors about you, the decision maker.
Specifically, we are interested in whether you actually take the time to
read the directions; if not, then some of our questionnaires that require
you to understand the instructions will be filled out inaccurately. So,
to demonstrate you have read the instructions, please answer ‘very
bad’ on the mood item below. Thank you very much.

Below the instructions, participants were presented with the
question What is your current mood? and the response options: (1)
very bad, (2) bad, (3) poor, (4) neither good nor bad, (5) fair, (6)
good, (7) very good. By default, we excluded all participants from
the analyses who did not follow the instruction to respond very bad
on this item.

Results and Discussion

To compare the perceived moral relevance of the three sets of
behaviors, we calculated three aggregate scores by averaging par-
ticipants’ ratings of (a) the behaviors in our moral dilemmas
(Cronbach’s alpha � .88), (b) the behaviors of Hofmann et al.’s
(2014) experience sampling study on morality in everyday life
(Cronbach’s alpha � .85), and (c) the behaviors in Greene et al.’s
(2001) nonmoral decision problems (Cronbach’s alpha � .93). An
analysis of variance (ANOVA) with Behavior Type as a within-
subjects factor revealed that participants’ ratings of moral rele-
vance significantly differed across the three sets of behaviors, F(1,
194) � 103.23, p � .001, �p

2 � .347 (see Table 1). Post hoc

analyses revealed that the behaviors in our moral dilemmas were
rated higher on moral relevance compared with both the moral
behaviors in Hofmann et al.’s (2014) experience sampling study,
t(194) � 12.59, p � .001, d � 0.961, and the behaviors in Greene
et al.’s (2001) nonmoral decision problems, t(194) � 17.18, p �
.001, d � 1.231. Moreover, the moral behaviors in Hofmann et
al.’s (2014) experience sampling study were rated higher on moral
relevance compared with the behaviors in Greene et al.’s (2001)
nonmoral decision problems, t(194) � 16.47, p � .001, d � 1.206.

To explore potential differences between thematic subsets of
items, we also calculated subscores for the central themes in the
three sets of behaviors (see Table 1). Although there was consid-
erable variation within each set of behavior, almost all behaviors in
our moral dilemmas were rated higher on moral relevance com-
pared with the moral behaviors in Hofmann et al.’s (2014) expe-
rience sampling study. The only comparisons that were not statis-
tically significant involved the difference between the abduction
dilemma and the liberty/oppression domain, t(193) � 1.21, p �
.227, d � 0.088, the difference between the assisted suicide
dilemma and the liberty/oppression domain, t(194) � 0.82, p �
.413, d � 0.054, the difference between the vaccine dilemma and
the liberty/oppression domain, t(194) � �1.35, p � .179, d �
0.102, and the difference between vaccine dilemma and the hon-
esty/dishonesty domain, t(189) � 1.89, p � .060, d � 0.141. For
all other comparisons, the behaviors in our moral dilemmas were
rated significantly higher on moral relevance compared with the
moral behaviors in Hofmann et al.’s (2014) experience sampling
study (all ts � 2.54, all ps � .02). A similar pattern emerged for
the comparisons of the behaviors in our moral dilemmas and the
behaviors in Greene et al.’s (2001) nonmoral decision problems, in
that all behaviors in our moral dilemmas were rated higher on
moral relevance (all ts � 12.52, all ps � .001). The same was true
for the comparisons of the moral behaviors in Hofmann et al.’s
(2014) experience sampling study and the behaviors in Greene et
al.’s (2001) nonmoral decision problems, in that all behaviors in
Hofmann et al.’s (2014) experience sampling study were rated
higher on moral relevance (all ts � 7.47, all ps � .001). Together,
these results support the assumption that participants perceive the
general themes of our dilemmas as morally relevant.

Study 1a

The main goal of Study 1a was to provide a first test of the
validity of the CNI model in describing patterns of responses to the
four types of moral dilemmas. To the extent that the CNI model
provides an accurate description of the obtained response patterns,
it should reveal appropriate estimates of goodness-of-fit (i.e., the
probabilities predicted by the model on the basis of the estimated
parameter values should not significantly deviate from the empir-
ically observed probabilities of action vs. inaction responses to the
four types of dilemmas).

In addition to establishing the overall fit of the CNI model in
describing the data, Study 1a aimed at exploring its usefulness in
providing deeper insights into the nature of previously obtained
findings, using gender differences in moral dilemma judgments as
an example. Using the traditional trolley paradigm, several studies
found that men, compared with women, show a stronger willing-
ness to accept harmful actions when such actions lead to better
consequences for a larger number of people (e.g., Arutyunova,

Table 1
Means and 95% Confidence Intervals of Perceived Moral
Relevance of Behaviors in Pilot Study (See Appendix C)

Behavior M 95% CI

Behaviors in moral dilemmas of current
studies 3.85 [3.73, 3.97]

Immune deficiency dilemma 3.95 [3.78, 4.12]
Assisted suicide dilemma 3.77 [3.61, 3.92]
Abduction dilemma 3.78 [3.63, 3.93]
Transplant dilemma 4.00 [3.86, 4.14]
Torture dilemma 4.04 [3.90, 4.18]
Vaccine dilemma 3.61 [3.47, 3.76]

Moral behaviors of experience sampling
(Hofmann et al., 2014) 3.23 [3.15, 3.31]

Care/Harm 3.19 [3.09, 3.30]
Fairness/Unfairness 3.44 [3.32, 3.55]
Loyalty/Disloyalty 3.31 [3.20, 3.42]
Authority/Subversion 2.98 [2.87, 3.09]
Sanctity/Degradation 2.78 [2.68, 2.88]
Liberty/Oppression 3.71 [3.57, 3.84]
Honesty/Dishonesty 3.48 [3.38, 3.59]
Self-discipline/Lack of self-discipline 2.96 [2.86, 3.07]

Behaviors in nonmoral decision
problems (Greene et al., 2001) 1.88 [1.75, 2.02]

Plant transport 1.86 [1.72, 2.01]
Generic brand 1.81 [1.66, 1.97]
Brownies 1.64 [1.51, 1.77]
Computer 1.91 [1.75, 2.07]
Survey 1.97 [1.81, 2.13]
Choosing classes 2.10 [1.94, 2.25]

Note. Scores can range from 1 to 5 with higher scores indicating higher
perceived moral relevance.
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Alexandrov, & Hauser, 2016; Fumagalli et al., 2010). Using Con-
way and Gawronski’s (2013) PD approach, Friesdorf et al. (2015)
further investigated whether this gender difference reflects (a)
stronger deontological inclinations among women or (b) stronger
utilitarian inclinations among men (or both). In their study, women
showed higher scores on the D parameter than men, but there was
no gender difference on the U parameter. Yet, as we explained
earlier in this article, the D parameter confounds sensitivity to
moral norms with general preference for inaction and the U pa-
rameter confounds sensitivity to consequences with general pref-
erence for action (see Gawronski et al., 2016; Hütter & Klauer,
2016). These confounds can (a) lead to spurious effects on the two
PD parameters when a given factor influences general preference
for inaction versus action and (b) conceal meaningful effects when
a given factor influences general preference for inaction in a
manner that counteracts simultaneous effects on sensitivity to
consequences or sensitivity to moral norms. The CNI model re-
solves these confounds, thereby providing more nuanced insights
into whether gender differences in moral dilemma judgments
reflect differences in (a) sensitivity to consequences, (b) sensitivity
to moral norms, or (c) general preference for inaction versus action
(or any combination of the three).

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s MTurk. Eligibility
for participation was limited to English native speakers with a HIT
approval rate of at least 97%. Participants received compensation
of $1.00 for completing the study. Of the 228 MTurk workers who
initially began the study, 206 completed all measures.12 Of these
participants, 5 failed to pass an instructional attention check. Data
from these participants were excluded from the statistical analyses,
leaving us with a final sample of 201 participants (95 women, 106
men; Mage � 32.20 years, SDage � 10.96).

Procedure and materials. Participants were asked to read
and respond to a total of 24 moral dilemmas (see Appendix A).
Following Greene et al. (2001), the dilemmas were phrased in a
second-person view, each depicting participants as actors who
must choose whether or not to perform a described action (see also
Conway & Gawronski, 2013). Dilemmas were presented in a fixed
random order, with each dilemma being presented individually on
a separate screen.13 Participants were asked to indicate for each
dilemma whether or not it is acceptable to perform the described
action (yes vs. no). The dilemmas included 4 parallel versions of
6 basic scenarios that varied in terms of whether (a) the dilemma
involved a proscriptive norm that prohibits action or a prescriptive
norm that prescribes action and (b) the benefits of the described
action for overall well-being were either greater or smaller than its
costs for overall well-being. Participants received the following
instructions before they were presented with the dilemmas:

On the following screens you will see a series of scenarios that people
may come across in life. Please read them carefully. Even though
some scenarios may seem similar, each scenario is different in im-
portant ways. After each scenario, you will be asked to make a
judgment about whether you find the described action appropriate or
inappropriate. Please note that some scenarios refer to things that may
seem unpleasant to think about. This is because we are interested in
people’s thoughts about difficult, real-life issues.

After completion of the moral dilemmas, participants were
asked to respond to the same one-item attention check used in the
Pilot Study.

Results

The data were aggregated by calculating the sum of action
responses to the four types of moral dilemmas. With a total of 6
scenarios for each dilemma type, aggregate scores could range
from 0 to 6. Means and 95% confidence intervals are presented in
Table 2.

Traditional analysis. The traditional approach focuses exclu-
sively on moral dilemmas involving a proscriptive norm that
prohibits action in cases where the benefits of action outweigh its
costs to well-being. A preference for action over inaction on this
type of dilemma is typically interpreted as a preference for utili-
tarian over deontological responses (see Greene et al., 2001).
Averaged across the six dilemmas of this type, participants in the
current study showed a slight preference for action over inaction
on this type of dilemma (M � 3.06, SD � 1.53). However, the
overall preference score was not significantly different from the
neutral reference point of 3, t(200) � 0.55, p � .580, d � 0.039,
which reflects an equal preference for action and inaction across
the six dilemmas. Replicating the well-established gender differ-
ence in responses to moral dilemmas, men showed a significantly
stronger preference for action versus inaction in this type of
dilemma than women, t(199) � 2.89, p � .004, d � 0.408 (see
Table 2). In terms of the traditional approach, this difference
would be interpreted as a stronger preference for utilitarian over
deontological responses among men compared with women.

PD analysis. PD scores were calculated in line with the pro-
cedures described by Conway and Gawronski (2013), using the
probabilities of action responses on moral dilemmas with proscrip-
tive norms involving benefits of action that are either greater than
the costs of action (i.e., incongruent dilemmas) or smaller than the
costs of action (i.e., congruent dilemmas). Replicating the findings
of Friesdorf et al. (2015), women showed significantly higher
scores on the D parameter than men, t(199) � 3.38, p � .001, d �
0.477 (see Table 3), but there was no significant gender differ-
ence on the U parameter, t(199) � 0.69, p � .492, d � 0.097
(see Table 3).

CNI model. The CNI model fit the data well when the data
were analyzed without considering participants’ gender, G2(1) �
1.23, p � .268. Both the C parameter (M � 0.203, 95% CI [0.176,
0.240]) and the N parameter (M � 0.231, 95% CI [0.196, 0.265])
were significantly greater than zero, indicating that participants
were highly sensitive to both consequences and norms in respond-
ing to the moral dilemmas, �G2(1) � 207.14, p � .001 for the C
parameter and �G2(1) � 171.13, p � .001 for the N parameter.
The I parameter did not significantly deviate from its neutral
reference point of 0.5, �G2(1) � 1.30, p � .254, indicating an

12 Six participants completed all measures, but did not submit a request
for compensation.

13 We used a fixed random order instead of a fully randomized order,
because full randomization increases measurement error, which in turn
reduces statistical power. In addition, we aimed to avoid incidental con-
founds that can lead to spurious effects when our dilemmas are presented
in different orders to different groups or in different conditions.
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equal distribution of action and inaction responses in the total
sample (M � 0.513, 95% CI [0.491, 0.535]).

The CNI model also fit the data well when parameter scores
were estimated separately for men and women, G2(2) � 1.32, p �
.517. Whereas women showed significantly higher scores on the N
parameter than men, �G2(1) � 26.00, p � .001, d � 0.726 (see
Figure 2), there were no significant gender differences on the C
parameter, �G2(1) � 1.34, p � .247, d � 0.164 (see Figure 2).
Moreover, there was a significant difference on the I parameter, in
that women showed a stronger general preference for inaction than
men, �G2(1) � 12.34, p � .001, d � 0.504 (see Figure 2).
Together, these results suggest that gender differences in moral
dilemma judgments are due to (a) a stronger sensitivity to norms
among women and (b) a stronger general preference for inaction
among women. There seem to be no gender differences in the
sensitivity to consequences.

Discussion

The main goal of Study 1a was to provide a first test of the
validity of the CNI model in describing patterns of responses to the
four types of moral dilemmas. In addition, we aimed at exploring
its usefulness in providing deeper insights into the nature of
previously obtained findings, using gender differences in moral
dilemma judgments as an example. Overall, the CNI model fit the
data well. The probabilities predicted by the model on the basis of
the estimated parameter values did not significantly deviate from

the empirically observed probabilities of action versus inaction
responses to the four types of dilemmas. Moreover, replicating the
well-established gender difference in moral dilemma judgments
(e.g., Arutyunova et al., 2016; Friesdorf et al., 2015; Fumagalli et
al., 2010), men showed a stronger acceptance of action than
women when a proscriptive norm prohibited action and action led
to better consequences for a larger number of people. Further
analyses with Conway and Gawronski’s (2013) PD model sug-
gested that this gender difference is attributable to stronger deon-
tological inclinations among women, but there seem to be no
gender differences in utilitarian inclinations (see also Friesdorf et
al., 2015). The CNI model provided deeper insights into the nature
of gender differences in moral dilemma judgments, showing that
they are due to (a) a stronger sensitivity to moral norms among
women, and (b) a stronger general preference for inaction among
women. There was no evidence for gender differences in the
sensitivity to consequences. Together, these results provide pre-
liminary evidence for the validity of the CNI model in describing
responses to the four types of moral dilemmas and for its ability to
provide more nuanced insights into the nature of existing findings.

Study 1b

Based on recent concerns about the reproducibility of psycho-
logical findings (Open Science Collaboration, 2015), we aimed to
replicate the findings of Study 1a in a follow-up study using the
same materials. To avoid conclusions from false positives, we

Table 2
Means and 95% Confidence Intervals of Action (vs. Inaction) Responses on Moral Dilemmas With Proscriptive and Prescriptive
Norms and Consequences Involving Benefits of Action That are Either Greater or Smaller Than Costs of Action

Study

Proscriptive norm prohibits action Prescriptive norm prescribes action

Benefits of action
greater than costs

Benefits of action
smaller than costs

Benefits of action
greater than costs

Benefits of action
smaller than costs

M 95% CI M 95% CI M 95% CI M 95% CI

Study 1a
Men 3.35 [3.06, 3.64] 2.10 [1.82, 2.39] 3.95 [3.66, 4.25] 2.94 [2.66, 3.22]
Women 2.74 [2.43, 3.04] 1.36 [1.06, 1.66] 4.20 [3.89, 4.51] 2.95 [2.65, 3.25]

Study 1b
Men 3.01 [2.73, 3.29] 2.03 [1.73, 2.33] 4.29 [4.05, 4.54] 3.34 [3.05, 3.62]
Women 2.75 [2.49, 3.02] 1.24 [.95, 1.52] 4.47 [4.24, 4.71] 3.22 [2.95, 3.50]

Study 2a
Low load 3.24 [2.97, 3.51] 1.79 [1.50, 2.08] 4.24 [3.98, 4.50] 3.17 [2.91, 3.43]
High load 2.91 [2.64, 3.19] 1.67 [1.38, 1.96] 3.98 [3.71, 4.25] 3.11 [2.84, 3.38]

Study 2b
Low load 3.17 [2.89, 3.45] 1.81 [1.55, 2.07] 4.39 [4.12, 4.65] 3.23 [2.96, 3.49]
High load 2.72 [2.41, 3.02] 1.61 [1.32, 1.90] 3.97 [3.67, 4.26] 3.05 [2.76, 3.34]

Study 3a
Moral judgment 2.97 [2.69, 3.24] 1.34 [1.07, 1.61] 4.47 [4.16, 4.73] 3.63 [3.56, 3.90]
Moral action 2.65 [2.37, 2.93] 1.18 [.91, 1.46] 4.14 [3.85, 4.43] 2.65 [2.38, 2.93]

Study 3b
Moral judgment 3.27 [2.96, 3.57] 1.66 [1.35, 1.96] 4.52 [4.25, 4.80] 3.33 [3.05, 3.61]
Moral action 2.93 [2.64, 3.22] 1.46 [1.17, 1.75] 3.85 [3.59, 4.11] 2.64 [2.37, 2.90]

Study 4a
Low psychopathy 2.94 [2.66, 3.21] 1.42 [1.13, 1.71] 4.04 [3.76, 4.32] 2.60 [2.32, 2.88]
High psychopathy 3.19 [2.91, 3.47] 1.94 [1.65, 2.24] 3.72 [3.43, 4.01] 2.58 [2.30, 2.87]

Study 4b
Low psychopathy 2.74 [2.48, 3.00] 1.13 [.87, 1.39] 4.32 [4.07, 4.57] 2.75 [2.48, 3.03]
High psychopathy 3.27 [2.98, 3.56] 2.49 [2.21, 2.78] 3.24 [2.96, 3.52] 2.44 [2.14, 2.74]

Note. Scores can range from 0 to 6. The neutral reference value of equal numbers of action and inaction responses is 3.
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limit interpretations of gender effects on the three parameters of
the CNI model to those that replicate across the two studies.

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s MTurk. Participants
received compensation of $1.00 for completing the study. Eligi-
bility for participation was limited to English native speakers who
(a) had a HIT approval rate of at least 97% at the time of the study
and (b) had not participated in prior studies from our lab using the
same set of moral dilemmas. Of the 212 MTurk workers who
initially began the study, 202 completed all measures.14 Of these
participants, 5 failed to pass an instructional attention check. Data
from these participants were excluded from the statistical analyses,
leaving us with a final sample of 197 participants (102 women, 95
men; Mage � 35.77, SDage � 11.47).

Procedure and materials. Participants were asked to read
and respond to the 24 moral dilemmas of Study 1a, using the same
fixed random order. After completion of the moral dilemmas,
participants were asked to respond to the same one-item attention
check used in the Pilot Study.

Results

The data were aggregated in line with the procedures of Study
1a. Means and 95% confidence intervals are presented in Table 2.

Traditional analysis. In line with the traditional approach, we
first investigated participants’ responses on moral dilemmas in-

volving a proscriptive norm that prohibits action in cases where the
benefits of action outweigh its costs to well-being. In the tradi-
tional approach, a preference for action over inaction on this type
of dilemma would be interpreted as a preference for utilitarian over
deontological responses. Averaged across the six dilemmas of this
type, participants in the current study showed a slight preference
for inaction over action (M � 2.88, SD � 1.37). However, the
overall preference score did not significantly differ from the neu-
tral reference point of 3, t(196) � 1.25, p � .213, d � 0.089, which
reflects an equal preference for action and inaction across the six
dilemmas. Different from the results in Study 1a, men and women
did not significantly differ in their preference for action versus
inaction in this type of dilemma, t(195) � 1.31, p � .191, d �
0.187 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a. Replicating the findings of Study 1a, women
showed significantly higher scores than men on the D parameter,
t(195) � 3.93, p � .001, d � 0.560 (see Table 3). Different from
Study 1a, there was also a significant effect on the U parameter,
such that women showed significantly higher U scores than men,
t(195) � 2.59, p � .010, d � 0.369 (see Table 3).

CNI model. The CNI model fit the data well when the data
were analyzed without considering participants’ gender, G2(1) �
0.85, p � .355. Both the C parameter (M � 0.197, 95% CI [0.170,
0.224]) and the N parameter (M � 0.329, 95% CI [0.295, 0.363])
were significantly larger than zero, indicating that participants
were highly sensitive to both consequences and norms in respond-
ing to the moral dilemmas, �G2(1) � 199.16, p � .001 for the C
parameter and �G2(1) � 347.62, p � .001 for the N parameter.
The I parameter did not significantly deviate from its neutral
reference point of 0.5, �G2(1) � 0.78, p � .377, indicating an
equal distribution of action and inaction responses in the total
sample (M � 0.489, 95% CI [0.464, 0.514]).

The CNI model also fit the data well when parameter scores
were estimated separately for men and women, G2(2) � 1.51, p �
.469. Replicating the findings of Study 1a, women showed signif-
icantly higher scores than men on the N parameter, �G2(1) �
17.43, p � .001, d � 0.599 (see Figure 3) and the I parameter,
�G2(1) � 9.12, p � .003, d � 0.428 (see Figure 3). Moreover,
there was a significant difference on the C parameter, indicating
that women showed a stronger sensitivity to consequences than
men, �G2(1) � 6.43, p � .011, d � 0.364 (see Figure 3).
Together, these results suggest that women show (a) a stronger
sensitivity to norms, (b) a stronger sensitivity to consequences, and
(c) a stronger general preference for inaction compared with men.

Discussion

Addressing potential concerns about the reproducibility of psy-
chological findings (Open Science Collaboration, 2015), Study 1b
aimed to replicate the key findings of Study 1a. As in Study 1a, the
CNI model fit the data well. Although there were no gender
differences in the traditional analysis of moral dilemma responses,
the CNI model replicated the findings of Study 1a showing (a) a
stronger sensitivity to norms among women and (b) a stronger
general preference for inaction among women. Different from

14 Two participants completed all measures, but did not submit a request
for compensation.

Table 3
Means and 95% Confidence Intervals of U and D Process
Dissociation Parameters

Study

U parameter D parameter

M 95% CI M 95% CI

Study 1a
Men .21 [.16, .25] .58 [.53, .63]
Women .23 [.18, .28] .71 [.66, .77]

Study 1b
Men .16 [.11, .21] .61 [.56, .66]
Women .25 [.21, .30] .76 [.71, .81]

Study 2a
Low load .24 [.19, .29] .63 [.58, .69]
High load .21 [.16, .26] .65 [.60, .71]

Study 2b
Low load .23 [.18, .27] .62 [.57, .67]
High load .18 [.14, .23] .67 [.62, .73]

Study 3a
Moral judgment .27 [.22, .32] .71 [.65, .76]
Moral action .24 [.20, .29] .76 [.70, .81]

Study 3b
Moral judgment .27 [.22, .32] .65 [.59, .71]
Moral action .24 [.20, .29] .68 [.62, .74]

Study 4a
Low psychopathy .26 [.20, .30] .69 [.64, .74]
High psychopathy .21 [.16, .26] .63 [.57, .68]

Study 4b
Low psychopathy .27 [.22, .32] .75 [.70, .80]
High psychopathy .13 [.08, .18] .53 [.48, .58]

Note. Scores can range from 0 to 1. The neutral reference value for the U
parameter is 0. The neutral reference value for the D parameter is .5.
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Study 1a, there was also a significant effect on the C parameter,
indicating that women showed a stronger sensitivity to conse-
quences than men. A similar effect emerged in the PD analysis,
which showed higher scores on both the D parameter and the U
parameter among women compared men. However, because there
were no effects on the U parameter of the PD model and the C
parameter of the CNI model in Study 1a, we refrain from drawing
any conclusions from this particular finding. Nevertheless, the
current results provide further evidence for the validity of the CNI
model in describing responses to the four types of moral dilemmas
and for its ability to provide more nuanced insights into the nature
of existing findings.

Study 2a

Study 2a aimed at providing deeper insights into the processes
underlying moral dilemma judgments. A widespread assumption
in moral psychology is that deontological judgments are the prod-
uct of automatic emotional responses to the idea of causing harm;
utilitarian judgments are assumed to result from cognitively effort-
ful processes involving a deliberate analysis of costs and benefits
and a suppression of automatic emotional responses favoring a
deontological judgment (e.g., Greene et al., 2001, 2004, 2008).
Consistent with the overarching hypothesis that utilitarian judg-
ments are the product of effortful processes, Suter and Hertwig
(2011) found that time pressure reduced participants’ willingness
to accept harmful action in the traditional trolley paradigm (see
also Greene et al., 2008). Using the PD approach, Conway and
Gawronski (2013) further showed that cognitive load selectively
reduced scores on the U parameter, without affecting scores on the
D parameter. Yet, as we explained earlier in this article, the two
PD parameters are confounded with general preference for inac-
tion versus action, which undermines the possibility of drawing
conclusions about whether cognitive load influences moral di-
lemma judgments via (a) sensitivity to consequences, (b) sensitiv-

ity to moral norms, or (c) general preference for inaction versus
action (or any combination of the three). Thus, to provide more
nuanced insights into the effect of limited cognitive resources on
moral dilemma judgments, Study 2a tested the effect of cognitive
load on the three parameters of the CNI model.

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s MTurk. Participants
received compensation of $1.00 for completing the study. Eligi-
bility for participation was limited to English native speakers who
(a) had a HIT approval rate of at least 97% at the time of the study
and (b) had not participated in prior studies from our lab using the
same set of moral dilemmas. Participants were randomly assigned
to either a low load or high load condition. Of the 242 MTurk
workers who initially began the study, 203 completed all mea-
sures.15 Of these participants, 9 failed to pass an instructional
attention check. Data from these participants were excluded from
the statistical analyses, leaving us with a final sample of 194
participants (97 women, 96 men, 1 missing; Mage � 34.26,
SDage � 11.90).

Procedure and materials. Participants were asked to read
and respond to the 24 moral dilemmas of Study 1a, using the same
fixed random order. To manipulate the amount of residual cogni-
tive capacity for the moral judgment task, participants in the two
experimental conditions were asked to perform a secondary task
while reading and responding to the dilemmas. Toward this end,
participants were presented with unique meaningless digit strings
before each of the 24 moral dilemmas (see Conway & Gawronski,
2013). Participants were asked to concentrate on the digit string,
commit it to memory, and report it after they read and provided

15 Three participants completed all measures, but did not submit a
request for compensation.
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Figure 2. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) for
men and women, Study 1a. Error bars depict 95% confidence intervals.
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Figure 3. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) for
men and women, Study 1b. Error bars depict 95% confidence intervals.
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their answer to the dilemma. Participants in the high load condition
were presented with a unique seven-digit string before each moral
dilemma; participants in the low load condition were presented
with a unique two-digit string before each moral dilemma. Each of
the digit strings in the high load condition contained at least one
uppercase letter, one lowercase letter, one number, and one punc-
tuation mark (e.g., n63#m1Q). The digit strings in the low load
condition included the first two digits of the seven-digit string in
the high load condition for the same moral dilemma (e.g., n6).16

Digit strings and moral dilemmas were matched through a random
procedure that was kept constant for all participants in the two
conditions. After completion of the moral dilemmas, participants
were asked to respond to the same one-item attention check used
in the Pilot Study.

Results

The data were aggregated in line with the procedures of Study
1a. Means and 95% confidence intervals are presented in Table 2.

Manipulation check. To test the effectiveness of our exper-
imental manipulation in differentially taxing participants’ cogni-
tive resources, we coded for each digit string of the cognitive load
task whether participants correctly reproduced it after they pro-
vided their dilemma judgment. Responses were coded as correct
when participants correctly reproduced all digits of a given digit
string including the formatting of upper and lower cases. Re-
sponses that deviated from the original digit string were coded as
incorrect. We then generated accuracy scores for each participant
by calculating the proportion of correct responses among the 24
items of the cognitive load task. Consistent with the assumption
that the memorization task was more difficult, and thus more
cognitively taxing, in the high load compared with the low load
condition, participants in the high load condition showed a lower
accuracy score than participants in the low load condition (Ms �
0.51 vs. 0.86), t(192) � 10.88, p � .001, d � 1.607.

Traditional analysis. In line with the traditional approach, we
first investigated participants’ responses on moral dilemmas in-
volving a proscriptive norm that prohibits action in cases where the
benefits of action outweigh its costs to well-being. In the tradi-
tional approach, a preference for action over inaction on this type
of dilemma would be interpreted as a preference for utilitarian over
deontological responses. Consistent with the results of previous
studies, participants in the high load condition tended to show a
weaker preference for action versus inaction on this type of di-
lemma than participants in the low load condition, but this differ-
ence was only marginally significant, t(192) � 1.67, p � .097, d �
0.239 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a. There were no significant effects of cognitive
load on the U parameter, t(192) � 0.97, p � .335, d � 0.139 (see
Table 3), and the D parameter, t(192) � 0.52, p � .604, d � 0.075
(see Table 3).

CNI model. In the current study, the CNI model showed
suboptimal fit, in that the probabilities predicted by the model
showed a marginally significant deviation from the empirically
observed probabilities, G2(2) � 4.98, p � .083. However, with an
effect size of Cohen’s w � 0.033, this deviation was negligible
(Cohen, 1988; see Footnote 6). The only significant effect on the
three parameters was obtained for the I parameter, which showed

a stronger general preference for inaction in the high load condi-
tion compared with the low load condition, �G2(1) � 5.19, p �
.023, d � 0.328 (see Figure 4). There were no statistically signif-
icant effects of cognitive load on the N parameter, �G2(1) � 0.01,
p � .927, d � 0.013 (see Figure 4), and the C parameter, �G2(1) �
1.35, p � .245, d � 0.168 (see Figure 4). Together, these results
suggest that cognitive load influenced moral dilemma judgments
by increasing participants’ general preference for inaction. There
seem to be no effects of cognitive load on the sensitivity to
consequences and norms.

Discussion

The main goal of Study 2a was to provide deeper insights into
the effect of limited cognitive resources on moral dilemma judg-
ments. A widespread assumption in moral psychology is that
utilitarian judgments are the product of cognitively effortful pro-
cesses, which is consistent with the results of earlier studies (e.g.,
Conway & Gawronski, 2013; Greene et al., 2008; Suter &
Hertwig, 2011). To provide more nuanced insights into the role of
cognitive resources in moral dilemma judgments, Study 2a tested
the effect of cognitive load on (a) sensitivity to consequences, (b)
sensitivity to moral norms, and (c) general preference for inaction
versus action. Consistent with previous findings, participants in the
high load condition, compared with participants in the low load
condition, tended to be less willing to accept action on moral
dilemmas where a proscriptive norm prohibits action and action
leads to better consequences for a larger number of people. There
were no significant effects of cognitive load on either of the two
PD parameters. Further analyses with the CNI model suggest that
cognitive load influenced moral dilemma judgments by increasing
participants’ general preference for inaction versus action. There
were no significant effects of cognitive load on participants’ sen-
sitivity to consequences and norms.

Study 2b

To investigate the reliability of the obtained effects of cognitive
load, Study 2b aimed to replicate the findings of Study 2a using the
same procedure and materials.

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s MTurk. Participants
received compensation of $1.00 for completing the study. Eligi-
bility for participation was limited to English native speakers who
(a) had a HIT approval rate of at least 97% at the time of the study
and (b) had not participated in prior studies from our lab using the

16 Different from the widespread use of a control condition without a
secondary task, the low load condition in Study 2a was used to avoid a
commonly neglected confound between cognitive resources and processing
goals (see Gast, Gawronski, & De Houwer, 2012). That is, high load and
no load conditions differ not only in terms of the residual amount of
cognitive resources left for the primary task, but also in terms of partici-
pants’ processing goals (i.e., goal of completing the primary task vs. goal
of simultaneously completing two different tasks). A low load control
condition avoids this confound by keeping participants’ processing goals
equal across the two conditions (e.g., Yzerbyt, Coull, & Rocher, 1999).
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same set of moral dilemmas. Participants were randomly assigned
to either a low load or high load condition. Of the 253 MTurk
workers who initially began the study, 204 completed all mea-
sures.17 Of these participants, 10 failed to pass an instructional
attention check. Data from these participants were excluded from
the statistical analyses, leaving us with a final sample of 194
participants (91 women, 103 men; Mage � 36.35, SDage � 12.40).

Procedure and materials. The procedure and materials were
identical to the ones in Study 2a.

Results

The data were aggregated in line with the procedures of Study
1a. Means and 95% confidence intervals are presented in Table 2.

Manipulation check. To test the effectiveness of our exper-
imental manipulation in differentially taxing cognitive resources,
we aggregated participants’ performance on the cognitive load task
in line with the procedures of Study 2a. Consistent with the
assumption that the memorization task was more difficult, and thus
more cognitively taxing, in the high load compared with the low
load condition, participants in the high load condition showed a
lower accuracy score than participants in the low load condition
(Ms � 0.57 vs. 0.87), t(192) � 7.90, p � .001, d � 1.172.

Traditional analysis. In line with Study 2a, we first investi-
gated participants’ responses on moral dilemmas involving a pro-
scriptive norm that prohibits action in cases where the benefits of
action outweigh its costs to well-being. Replicating the pattern of
Study 2a, participants in the high load condition showed a weaker
preference for action in this type of dilemma than participants in
the low load condition. Although this effect was only marginally
significant in Study 2a, it did reach the conventional level of
statistical significance in Study 2b, t(192) � 2.18, p � .030, d �
0.314 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a. Replicating the findings of Study 2a, there
were no significant effects of cognitive load on the U parameter,
t(192) � 1.29, p � .199, d � 0.185 (see Table 3), and the D
parameter, t(192) � 1.37, p � .173, d � 0.199 (see Table 3).

CNI model. The CNI model fit the data well in the current
study, G2(2) � 1.29, p � .524. Moreover, replicating the central
finding of Study 2a, there was a significant effect of cognitive load
on the I parameter, such that participants showed a stronger gen-
eral preference for inaction in the high load condition compared
with the low load condition, �G2(1) � 13.77, p � .001, d � 0.535
(see Figure 5). There were no significant effects of cognitive load
on the N parameter, �G2(1) � 0.05, p � .826, d � 0.032 (see
Figure 5) and the C parameter, �G2(1) � 2.08, p � .149, d �
0.209 (see Figure 5). These results confirm our conclusion that
cognitive load influences moral dilemma judgments by increasing
participants’ general preference for inaction. Yet, there seem to be
no effects of cognitive load on participants’ sensitivity to conse-
quences and norms.

Discussion

The current study replicated the effect of cognitive load ob-
tained in Study 2a: participants showed a stronger general prefer-
ence for inaction under conditions of high load compared with low
load, but there were no significant effects of cognitive load on
participants’ sensitivity to consequences and norms. A potential
interpretation of this finding is that participants under high load
feel that they do not have the capacity to make a well-informed
decision. Thus, they may prefer not to engage in any action
regardless of consequences and norms, because harm caused by
action is typically perceived as more severe than the same amount
of harm caused by inaction (Cushman et al., 2006). Applied to
extant theories of moral judgment (Greene et al., 2001, 2004,
2008), these results suggest that cognitive load influences moral
dilemma judgments by enhancing the omission bias, not by reduc-
ing sensitivity to consequences in a utilitarian sense. Moreover, the
current findings suggest that both consequences and moral norms
influence moral judgments via efficient processes, in that neither
of them was affected by cognitive load.

Study 3a

The main goal of Study 3a was to demonstrate the usefulness of
the CNI model in providing deeper insights into framing effects on
moral dilemma judgments. Drawing on the hypothesis that use of
personal force enhances automatic emotional responses to the idea
of causing harm, Greene et al. (2001) found that participants were
less willing to accept harmful action in the traditional trolley
paradigm when the described action involved personal contact
(i.e., pushing a person from a bridge to stop the trolley from killing
five people) than when it did not involve personal contact (i.e.,
switching a lever to redirect the trolley to a different track where
it would kill only one person instead of five people). Interestingly,
this framing effect emerged although the moral nature of the
described action (i.e., killing one person) as well as the conse-

17 Four participants completed all measures, but did not submit a request
for compensation.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

C Parameter N Parameter I Parameter

eta
mits

E rete
mara

P

Low Load
High Load

Figure 4. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) as
a function of cognitive load (low load vs. high load), Study 2a. Error bars
depict 95% confidence intervals.
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quences of the action (i.e., saving five people) were exactly the
same in the two conditions. Drawing on the traditional approach,
this framing effect has been interpreted as evidence for the hy-
pothesis that deontological judgments are the product of automatic
emotional responses to the idea of causing harm, which should
increase as a result of personal contact with the target of one’s
actions.

In the current study, we aimed to demonstrate the value of the
CNI model in providing more nuanced insights into the nature of
framing effects on moral dilemma judgments. Similar to Greene et
al.’s (2001) approach, we manipulated the framing of our dilemma
questions while keeping the moral nature of the described actions
as well as their consequences identical across conditions. Yet,
different from Greene et al.’s (2001) focus on the use of personal
force, participants in the current study were asked to indicate for
each dilemma either (a) if it is morally acceptable to perform the
described action (i.e., moral judgment) or (b) if they would per-
form the described action (i.e., moral action). To the extent that
emotional involvement is greater for concrete decisions about
personal actions compared with abstract judgments of moral ac-
ceptability, the two kinds of framings may lead to different pat-
terns of moral dilemma judgments (see Pletti et al., 2017). Using
our CNI model, we were interested in whether such framing effects
involve differences in the sensitivity to consequences, the sensi-
tivity to moral norms, or the general preference for inaction versus
action (or any combination of the three).

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s MTurk. Participants
received compensation of $1.00 for completing the study. Eligi-
bility for participation was limited to English native speakers who
(a) had a HIT approval rate of at least 97% at the time of the study

and (b) had not participated in prior studies from our lab using the
same set of moral dilemmas. Participants were randomly assigned
to either a moral judgment or moral action condition. Of the 221
MTurk workers who initially began the study, 202 completed all
measures.18 Of these participants, 16 failed to pass an instructional
attention check. Data from these participants were excluded from
the statistical analyses, leaving us with a final sample of 186
participants (100 women, 86 men; Mage � 35.77, SDage � 12.79).

Procedure and materials. Participants were asked to read
and respond to the 24 moral dilemmas of Study 1a, using the same
fixed random order. Participants in the moral judgment condition
were asked to indicate for each dilemma if it is morally acceptable
to perform the described action, using the same question wording
as in Study 1a. Participants in the moral action condition were
asked to indicate for each dilemma if they would perform the
action described in the scenario. After completion of the moral
dilemmas, participants were asked to respond to the same one-item
attention check used in the Pilot Study.

Results

The data were aggregated in line with the procedures of Study
1a. Means and 95% confidence intervals are presented in Table 2.

Traditional analysis. We first investigated participants’ re-
sponses on moral dilemmas involving a proscriptive norm that
prohibits action in cases where the benefits of action outweigh its
costs to well-being. In the traditional approach, a preference for
action over inaction on this type of dilemma would be interpreted
as a preference for utilitarian over deontological responses. There
was no statistically significant effect of question framing on judg-
ments in this type of moral dilemma, t(184) � 1.59, p � .114, d �
0.233 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a. There were no significant effects of question
framing on the U parameter, t(184) � 0.76, p � .448, d � 0.111
(see Table 3), or the D parameter, t(184) � 1.32, p � .190, d �
0.193 (see Table 3).

CNI model. In the current study, the CNI model did not fit the
data, in that the response patterns predicted by the model signifi-
cantly deviated from the observed response patterns in the data,
G2(2) � 11.93, p � .003. However, the effect size of this deviation
was rather small, Cohen’s w � 0.052, indicating negligible misfit
when controlling for statistical power (Cohen, 1988; see Footnote
6). Further analyses revealed that there was no statistically signif-
icant effect of question framing on the C parameter, �G2(1) �
2.44, p � .118, d � 0.230 (see Figure 6). The N parameter
revealed a marginally significant effect, such that participants
tended to show a weaker sensitivity to moral norms in the moral
action condition than the moral judgment condition, �G2(1) �
3.31, p � .069, d � 0.268 (see Figure 6). Moreover, there was a
significant effect on the I parameter, showing a stronger general
preference for inaction in the moral action condition compared
with the moral judgment condition, �G2(1) � 35.18, p � .001,
d � 0.713 (see Figure 6). These results suggest that a focus on
moral action (as opposed to moral acceptability) increases general
preference for inaction and reduces sensitivity to moral norms.

18 Two participants completed all measures, but did not submit a request
for compensation.
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Figure 5. Parameter estimates of sensitivity to consequences (C), sensi-
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depict 95% confidence intervals.
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There seems to be no framing effect on sensitivity to conse-
quences.

Discussion

The main goal of Study 3a was to demonstrate the usefulness of
the CNI model in providing deeper insights into framing effects on
moral judgments. Toward this end, participants were asked to
indicate for each dilemma either (a) if it is morally acceptable to
perform the described action (i.e., moral judgment) or (b) if they
would perform the described action (i.e., moral action). Interest-
ingly, there was no significant effect of question framing on moral
dilemma judgments when the data were analyzed using the tradi-
tional approach. There were also no significant effects of question
framing on the two parameters of Conway and Gawronski’s (2013)
PD approach. Yet, analyses with the CNI model revealed that a
focus on moral action (as opposed to moral acceptability) had two
simultaneous effects that cancelled each other out in the traditional
approach as well as in the PD approach. First, participants in the
moral action condition showed a stronger general preference for
inaction compared with participants in the moral judgment condi-
tion. Second, participants in the moral action condition tended to
show a weaker sensitivity to moral norms compared with partici-
pants in the moral judgment condition. These effects cannot be
detected with the traditional and the PD approach, because both
approaches focus exclusively on moral dilemmas involving pro-
scriptive norms. In the traditional approach, the two effects cancel
each other out, because enhanced general preference for inaction
supports inaction and reduced sensitivity to moral norms supports
action. Similarly, in the PD approach, the two effects cancel each
other out, because enhanced general preference for inaction in-
creases scores on the D parameter, whereas reduced sensitivity to
moral norms decreases scores on the D parameter. These con-
founds are disentangled in the CNI model, which provides separate

parameter estimates for sensitivity to consequences, sensitivity to
moral norms, and general preference for inaction versus action.
However, because the CNI model failed to show adequate fit in the
current study and the obtained effect on the N parameter was only
marginally significant, the obtained effects should be treated with
caution in the absence of additional data. The main goal of Study
3b was to address this limitation.

Study 3b

To investigate the reliability of the obtained effects of question
framing, Study 3b aimed to replicate the findings of Study 3a using
the same procedure and materials.

Method

Participants. Participants were recruited for a study on “how
people make moral judgments” via Amazon’s MTurk. Participants
received compensation of $1.00 for completing the study. Eligi-
bility for participation was limited to English native speakers who
(a) had a HIT approval rate of at least 97% at the time of the study
and (b) had not participated in prior studies from our lab using the
same set of moral dilemmas. Participants were randomly assigned
to either a moral judgment or moral action condition. Of the 225
MTurk workers who initially began the study, 200 completed all
measures. Of these participants, 11 failed to pass an instructional
attention check. Data from these participants were excluded from
the statistical analyses, leaving us with a final sample of 189
participants (98 women, 91 men; Mage � 34.72, SDage � 10.69).

Procedure and materials. The procedure and materials were
identical to the ones in Study 3a.

Results

The data were aggregated in line with the procedures of Study
1a. Means and 95% confidence intervals are presented in Table 2.

Traditional analysis. We first investigated participants’ re-
sponses on moral dilemmas involving a proscriptive norm that
prohibits action in cases where the benefits of action outweigh its
costs to well-being. Replicating the results of Study 3a, there was
no statistically significant effect of question framing on this type of
moral dilemma, t(187) � 1.57, p � .118, d � 0.229 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a. Replicating the findings of Study 3a, there
were no significant effects of question framing on the U parameter,
t(187) � 0.69, p � .493, d � 0.100 (see Table 3), and the D
parameter, t(187) � 0.68, p � .497, d � 0.099 (see Table 3).

CNI model. The CNI model fit the data well, G2(2) � 4.19,
p � .123. Replicating the main finding of Study 3a, there was a
significant effect on the I parameter, which showed a stronger
general preference for inaction in the moral action condition com-
pared with the moral judgment condition, �G2(1) � 29.50, p �
.001, d � 0.799 (see Figure 7). This time, the obtained difference
on the N parameter did reach statistical significance, indicating a
weaker sensitivity to moral norms in the moral action condition
than the moral judgment condition, �G2(1) � 6.15, p � .013, d �
0.363 (see Figure 7). There was no significant effect on the C
parameter, �G2(1) � 0.09, p � .767, d � 0.043 (see Figure 7).
These results support our conclusion that a focus on moral action
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Figure 6. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) as
a function of question framing (moral judgment vs. moral action), Study
3a. Error bars depict 95% confidence intervals.
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(as opposed to moral acceptability) increases general preference
for inaction and reduces sensitivity to moral norms. There seems to
be no framing effect on sensitivity to consequences.

Discussion

Study 3b replicated the obtained effects of question framing in
Study 3a. First, participants in the moral action condition showed
a stronger general preference for inaction compared with partici-
pants in the moral judgment condition. Second, participants in the
moral action condition tended to show a weaker sensitivity to
moral norms compared with participants in the moral judgment
condition. These effects cannot be detected with the traditional and
the PD approach, because both approaches exclusively focus on
moral dilemmas involving proscriptive norms. In the traditional
approach, the two effects cancel each other out, because enhanced
general preference for inaction supports inaction and reduced
sensitivity to moral norms supports action. Similarly, in the PD
approach, the two effects cancel each other out, because enhanced
general preference for inaction increases scores on the D param-
eter, whereas reduced sensitivity to moral norms decreases scores
on the D parameter. Together, the results of Study 3a and 3b
demonstrate the usefulness of the CNI model in providing deeper
insights into framing effects on moral dilemma judgments by
uncovering effects on moral judgments that cannot be detected
with existing approaches.

Study 4a

In Study 4a, we aimed to demonstrate the usefulness of the CNI
model in providing deeper insights into previous findings that may
be deemed counterintuitive. Several studies using the traditional
approach have shown that participants with subclinical levels of
psychopathy are more willing to accept harmful action in the

traditional dilemma paradigm compared with nonpsychopathic
participants (e.g., Bartels & Pizarro, 2011; Kahane et al., 2015;
Patil, 2015; Pletti et al., 2017). In terms of the traditional inter-
pretation, this finding would suggest that participants with high
levels of psychopathy show a stronger preference for utilitarian
over deontological judgments compared to participants with low
levels of psychopathy. However, it seems highly implausible that
these results reflect a greater sensitivity to morally relevant con-
sequences among psychopaths. Instead, it seems more likely that
psychopaths are willing to accept harmful actions regardless of
their consequences. The traditional approach is unable to capture
the difference between the two cases, because it does not include
manipulations of consequences and norms as the defining features
of utilitarian and deontological responding.

The main goal of Study 4a was to demonstrate the value of the
CNI model in providing deeper insights into the effects of (sub-
clinical) psychopathy on moral dilemma judgments. Toward this
end, we asked a broad sample of participants to complete a
measure of psychopathy in a first session. Based on their re-
sponses, we identified those participants whose psychopathy
scores fell into either the highest or the lowest quartile of the
sample, and invited them to complete our battery of moral dilem-
mas in a second session. Using the CNI model, we then tested
whether participants with high versus low scores on the psychop-
athy measure differ in terms of their sensitivity to consequences,
their sensitivity to moral norms, and their general preference for
inaction versus action. Because men and women differ in terms of
their responses to moral dilemmas (see Studies 1a and 1b) and
because psychopathy is more prevalent among men than women
(see Cale & Lilienfeld, 2002), we limited participation to men to
avoid potential confounds between psychopathy and gender.

Method

Participants. Participants were recruited for a two-session
study on “personality and moral judgments” via Amazon’s MTurk.
The first session included the psychopathy measure; the second
session included the moral dilemmas. Participants received com-
pensation of $0.30 for completing the first session and $1.00 for
completing the second session. Eligibility for participation was
limited to English native speakers who (a) had a HIT approval rate
of at least 97% at the time of the study and (b) had not participated
in prior studies from our lab using the same set of moral dilemmas.
As another eligibility criterion, the advertisement on the MTurk
website noted that participation in the study is restricted to male
adults. Of the 522 MTurk workers who initially began the first
session, 503 completed all measures.19 Of these participants, 47
reported being female and 2 reported being neither male nor
female, leaving us with a sample of 454 male participants. Based
on their scores on the psychopathy measure, we identified 121
participants with scores in the lowest quartile and 122 participants
with scores in the highest quartile. For one of these participants,
the MTurk ID provided in the first session did not match any
MTurk IDs in Amazon’s database, leaving us with a sample of 242
participants who were invited for the second session. Approxi-
mately two weeks after completion of the first session, these

19 Three participants completed all items of the psychopathy measure,
but did not submit a request for compensation.
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Figure 7. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) as
a function of question framing (moral judgment vs. moral action), Study
3b. Error bars depict 95% confidence intervals.
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participants were sent a follow-up email through MTurk that
included an invitation to complete the second part of the study.
Participation in the second session was restricted to the 242 par-
ticipants who were invited to complete the second part. Of these
participants, 196 completed the moral dilemmas within our prede-
termined time window of two weeks. Four additional participants
started the study, but did not complete it. Of the 196 participants
who completed all measures, 12 failed to pass an instructional
attention check, leaving us with a final sample of 184 participants.
Eighty-nine of these participants had psychopathy scores in the
highest quartile; 95 had psychopathy scores in the lowest quartile.

Procedure and materials. Psychopathy was measured with
Paulhus, Neumann, and Hare’s (2009) 30-item SRP-III Scale,
which was administered in the first part of our two-session study.
Responses were measured with 7-point scales ranging from 1
(strongly disagree) to 7 (strongly agree), which showed high
internal consistency in the full sample at Time 1 (Cronbach’s
alpha � .94). In the second part, participants were asked to read
and respond to the 24 moral dilemmas from Study 1a, using the
same fixed random order. Based on previous research showing
differences between psychopaths and nonpsychopaths for action
decisions, but not for judgments of morality (Pletti et al., 2017),
the current study used the moral action framing of Studies 3a and
3b. After completion of the moral dilemmas in the second session,
participants were asked to complete the same instructional atten-
tion check as in the Pilot Study.

Results

Moral dilemma responses were aggregated in line with the proce-
dures of Study 1a. The cut-off for the identification of participants
with low levels of psychopathy on the SRP-III was 2.7; the cut-off for
the identification of participants with high levels of psychopathy was
3.8. Means and 95% confidence intervals of moral dilemma responses
for the two groups are presented in Table 2.

Traditional analysis. In line with the traditional approach, we
first investigated participants’ responses on moral dilemmas in-
volving a proscriptive norm that prohibits action in cases where the
benefits of action outweigh its costs to well-being. In the tradi-
tional approach, a preference for action over inaction on this type
of dilemma would be interpreted as a preference for utilitarian over
deontological responses. Although participants with high levels of
psychopathy showed a slightly stronger preference for action over
inaction in this type of dilemma than participants low levels of
psychopathy, this difference did not reach statistical significance,
t(182) � 1.28, p � .202, d � 0.191 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a. Analyses revealed a marginally significant
effect of psychopathy on the D parameter, indicating that partici-
pants high in psychopathy tended to show lower D scores than
participants low in psychopathy, t(182) � 1.67, p � .096, d �
0.247 (see Table 3). There was no significant effect of psychopa-
thy on the U parameter, t(182) � 1.29, p � .200, d � 0.190 (see
Table 3).

CNI model. The CNI model fit the data well, G2(2) � 0.29,
p � .864. Participants with high levels of psychopathy showed
significantly lower scores on the N parameter than participants
with low levels of psychopathy, �G2(1) � 12.35, p � .001, d �
0.521 (see Figure 8). Moreover, there were marginally significant

effects on the C parameter, �G2(1) � 2.77, p � .096, d � 0.247,
and the I parameter, �G2(1) � 3.15, p � .076, d � 0.262 (see
Figure 8). Specifically, participants with high levels of psychop-
athy tended to show a lower sensitivity to consequences and a
weaker general preference for inaction than participants with low
levels of psychopathy. Together, these results suggest that psycho-
paths show (a) a weaker sensitivity to moral norms, (b) a weaker
sensitivity to consequences, and (c) a weaker general preference
for inaction compared with nonpsychopaths.

Discussion

Study 4a demonstrates the value of the CNI model in providing
deeper insights into counterintuitive findings obtained with the
traditional approach. Previous research using the traditional ap-
proach has shown that participants with subclinical levels of psy-
chopathy are more willing to accept harmful action in the trolley
paradigm compared with nonpsychopathic participants (e.g., Bar-
tels & Pizzarro, 2011; Kahane et al., 2015; Patil, 2015; Pletti et al.,
2017). Although we found a similar pattern in the current study,
there was no significant effect of psychopathy in the traditional
analysis. However, counter to the conclusion that psychopathy did
not have any effect on moral dilemma judgments, analyses with
the CNI model suggest that participants with high levels of psy-
chopathy showed a weaker sensitivity to moral norms compared
with participants with low levels of psychopathy. There were also
marginally significant differences on the other two parameters,
suggesting a weaker sensitivity to consequences and a weaker
tendency for general inaction among participants with high levels
of psychopathy. Together, these findings reconcile the counterin-
tuitive nature of previous findings, which seem to suggest that
psychopaths show a stronger preference for utilitarian over deon-
tological judgments compared to nonpsychopaths (e.g., Bartels &
Pizzarro, 2011; Kahane et al., 2015; Patil, 2015; Pletti et al., 2017).
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Figure 8. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) as
a function of psychopathy (low vs. high), Study 4a. Error bars depict 95%
confidence intervals.
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Counter to this conclusion, the current findings suggest that psy-
chopaths show (a) a weaker sensitivity to consequences, (b) a
weaker sensitivity to moral norms, and (c) a weaker general
preference for inaction compared with nonpsychopaths.

Study 4b

Study 4b aimed to replicate the main findings of Study 4a to test
the reproducibility of the obtained effects (Open Science Collab-
oration, 2015). A successful replication seems particularly impor-
tant for the current study, because two of the three effects in Study
4a were only marginally significant. In addition, we aimed to
replicate the findings of Study 4a with a different measure of
psychopathy to provide converging evidence for the generality of
our findings.

Method

Participants. Participants were recruited for a two-session
study on “personality and moral judgments” via Amazon’s MTurk.
The first session included the psychopathy measure; the second
session included the moral dilemmas. Participants received com-
pensation of $0.30 for completing the first session and $1.00 for
completing the second session. Eligibility for participation was
limited to English native speakers who (a) had a HIT approval rate
of at least 97% at the time of the study and (b) had not participated
in prior studies from our lab using the same set of moral dilemmas.
As another eligibility criterion, the advertisement on the MTurk
website noted that participation in the study is restricted to male
adults. Of the 555 MTurk workers who initially began the first
session, 504 completed all measures.20 All of these participants
reported being male.21 Based on their scores on the psychopathy
measure, we identified 138 participants with scores in the lowest
quartile and 139 participants with scores in the highest quartile,
leaving a sample of 277 participants for the second session. Ap-
proximately two weeks after completion of the first session, these
participants were sent a follow-up email through MTurk that
included an invitation to complete the second part of the study.
Participation in the second session was restricted to the 277 par-
ticipants who were invited to complete the second part. Of these
participants, 209 completed the moral dilemmas within our prede-
termined time window of two weeks. Seven additional participants
started the study, but did not complete it. Of the 209 participants
who completed all measures, 11 failed to pass an instructional
attention check, leaving us with a final sample of 198 participants.
Eighty-nine of these participants had psychopathy scores in the
highest quartile; 109 had psychopathy scores in the lowest quartile.

Procedure and materials. Psychopathy was measured with
Levenson, Kiehl, and Fitzpatrick’s (1995) 16-item Primary Psy-
chopathy Scale (PPS), which was administered in the first part of
our two-session study. Responses were measured with 4-point
scales using the response options (1) disagree strongly (2) dis-
agree somewhat, (3) agree somewhat, and (4) agree strongly,
which showed high internal consistency in the full sample at Time
1 (Cronbach’s alpha � .90). In the second part, participants were
asked to read and respond to our battery of 24 moral dilemmas,
using the same fixed random order and the action framing of
Studies 3a and 3b. After completion of the moral dilemmas in the
second session, participants were asked to complete the same
instructional attention check as in the Pilot Study.

Results

Moral dilemma responses were aggregated in line with the proce-
dures of Study 1a. The cut-off for the identification of participants
with low levels of psychopathy on the PPS was 1.51; the cut-off for
the identification of participants with high levels of psychopathy was
2.30. Means and 95% confidence intervals of moral dilemma re-
sponses for the two groups are presented in Table 2.

Traditional analysis. In line with the traditional approach, we
first investigated participants’ responses on moral dilemmas in-
volving a proscriptive norm that prohibits action in cases where the
benefits of action outweigh its costs to well-being. Replicating the
pattern found in previous studies, participants with high levels of
psychopathy showed a significantly stronger preference for action
over inaction in this type of dilemma than participants low levels
of psychopathy, t(196) � 2.70, p � .008, d � 0.384 (see Table 2).

PD analysis. PD scores were calculated in line with the pro-
cedures of Study 1a.22 Analyses revealed that participants low in
psychopathy showed significantly higher scores than participants
high in psychopathy on both the D parameter, t(196) � 3.90, p �
.001, d � 0.855 (see Table 3), as well as the U parameter, t(196) �
5.97, p � .001, d � 0.554 (see Table 3).

CNI model. The CNI model fit the data well, G2(2) � 0.18,
p � .916. Replicating the findings of Study 4a, participants with
high levels of psychopathy showed significantly lower scores on
the N parameter than participants with low levels of psychopathy,
�G2(1) � 111.80, p � .001, d � 1.48 (see Figure 9). In addition,
participants with high levels of psychopathy showed lower scores
on the C parameter, �G2(1) � 23.13, p � .001, d � 0.695, and the
I parameter, �G2(1) � 8.90, p � .003, d � 0.406, compared with
participants with low levels of psychopathy (see Figure 9). To-
gether, these findings corroborate the conclusion that psychopaths
show (a) a weaker sensitivity to consequences, (b) a weaker
sensitivity to moral norms, and (c) a weaker general preference for
inaction compared with nonpsychopaths.

Discussion

Study 4b replicated the main findings of Study 4a with a different
measure of psychopathy. In line with the pattern obtained in Study 4a,
participants with high levels of psychopathy showed a lower sensi-
tivity to moral norms on the N parameter, a lower sensitivity to
consequences on the C parameter, and a weaker preference for inac-
tion on I parameter compared with participants with low levels of
psychopathy. Although the obtained differences on the C parameter
and the I parameter were only marginally significant in Study 4a, the
differences on all three parameters were statistically significant in the
current study. These findings shed new light on earlier research

20 Four participants completed all items of the psychopathy measure, but
did not submit a request for compensation.

21 Because a considerable proportion of participants in the first session
of Study 4a reported being female, we added an additional restriction, such
that (a) participants had to report their gender before completing the
psychopathy measure, (b) participants were told that they are ineligible for
participation in this study if they did not report being male, and (c) the
study was terminated if they reported being female.

22 One participant showed a U score of 1.00, which prevented the
calculation a D score for this participant, because it would require a
division by zero (see Conway & Gawronski, 2013). Data from this partic-
ipant were excluded from the PD analysis.
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showing that participants with subclinical levels of psychopathy are
more willing to accept harmful action in the trolley paradigm com-
pared with nonpsychopathic participants (e.g., Bartels & Pizzarro,
2011; Kahane et al., 2015; Patil, 2015; Pletti et al., 2017). In terms of
the traditional interpretation of moral dilemma responses, this finding
would suggest that psychopaths show a stronger preference for utili-
tarian over deontological judgments compared with nonpsychopaths.
The CNI model provides a more nuanced understanding of this
finding, suggesting that psychopaths, compared with nonpsychopaths,
are (a) less sensitive to morally relevant consequences of their actions,
(b) less sensitive to proscriptive and prescriptive norms, and (c) and
less reluctant to engage in action irrespective of consequences and
norms.

General Discussion

The distinction between utilitarianism and deontology has be-
come a prevailing framework for conceptualizing moral judgment.
According to the principle of utilitarianism, the moral status of a
behavioral option depends on its consequences (consequentialist
morality); the principle of deontology states that the moral status
of a behavioral option depends on its consistency with moral
norms (rule-based morality). To identify the processes underlying
utilitarian and deontological judgments, research has investigated
responses to moral dilemmas that pit one principle against the
other (e.g., trolley problem). In the current article, we argued that
the conceptual meaning of responses in this paradigm is ambigu-
ous, because the defining aspects of utilitarianism and deontology,
consequences and norms, are not manipulated (see Gawronski &
Beer, in press). Conceptually, utilitarian judgments are defined by
the property of being sensitive to morally relevant consequences;
deontological judgments are defined by the property of being
sensitive to moral norms. Thus, to categorize a given judgment as
utilitarian or deontological, it is essential to confirm their defining

properties, which requires experimental manipulations of conse-
quences and norms. Without such manipulations, theoretical inter-
pretations of responses in the traditional paradigm remain ambig-
uous and prone to inadequate conclusions about the psychological
processes underlying moral judgments.

To overcome this limitation, we proposed an alternative approach
in which utilitarian judgments are inferred from their sensitivity to
morally relevant consequences and deontological judgments are in-
ferred from their sensitivity to moral norms (Gawronski & Beer, in
press). Expanding on this approach, we presented a multinomial
model that allows researchers to quantify sensitivity to consequences
(C), sensitivity to moral norms (N), and general preference for inac-
tion versus action irrespective of consequences and norms (I) in
responses to moral dilemmas. To illustrate the more nuanced insights
that can be gained from our CNI model, we presented 8 studies that
used this model to investigate the effects of gender, cognitive load,
question framing, and psychopathy on moral judgments.

Expanding on the finding that men, compared with women, show
a stronger tendency to accept harmful action in the traditional trolley
paradigm (e.g., Arutyunova et al., 2016; Friesdorf et al., 2015; Fum-
agalli et al., 2010), Studies 1a and 1b showed that this gender differ-
ence is rooted in a stronger sensitivity to norms and a stronger general
preference for inaction among women. There was no evidence for
gender differences in the sensitivity to consequences.

Addressing the widespread assumption that utilitarian judg-
ments result from effortful cognitive processes (e.g., Conway &
Gawronski, 2013; Greene et al., 2008; Suter & Hertwig, 2011),
Studies 2a and 2b investigated the effect of low versus high
cognitive load on moral dilemma judgments using the CNI model.
The only significant effect in these studies was a significant
increase in participants’ general preference for inaction as a result
of cognitive load. Cognitive load did not affect participants’ sen-
sitivity to morally relevant consequences. There was also no effect
on participants’ sensitivity to moral norms. A potential interpreta-
tion of this finding is that participants under high cognitive load
feel that they do not have the cognitive capacity to make a
well-informed decision. As a result, they may prefer not to engage
in any action, given that harm caused by action is typically
perceived as more severe than the same amount of harm caused by
inaction (i.e., omission bias; see Cushman et al., 2006). From this
perspective, cognitive load influences moral dilemma judgments
by enhancing the omission bias, not by reducing sensitivity to
consequences in a utilitarian sense.

Studies 3a and 3b demonstrated the usefulness of the CNI model in
providing deeper insights into framing effects on moral dilemma
judgments. Expanding on earlier evidence for framing effects on
moral dilemma judgments (e.g., Greene et al., 2001; Pletti et al.,
2017), we manipulated the framing of our dilemma questions while
keeping the moral nature of the described actions as well as their
consequences identical across conditions. Toward this end, partici-
pants were asked to indicate either (a) if it is morally acceptable to
perform the described action (i.e., moral judgment) or (b) if they
would perform the described action (i.e., moral action). Results
showed a stronger general preference for inaction and a weaker
sensitivity to moral norms for participants in the moral action condi-
tion compared with participants in the moral judgment condition. To
the extent that emotional involvement is greater for action decisions
compared with judgments of moral acceptability, our findings suggest

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

C Parameter N Parameter I Parameter

eta
mitsE rete

maraP

Low Psychopathy
High Psychopathy

Figure 9. Parameter estimates of sensitivity to consequences (C), sensi-
tivity to norms (N), and general preference for inaction versus action (I) as
a function of psychopathy (low vs. high), Study 4b. Error bars depict 95%
confidence intervals.
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that emotional involvement may reduce sensitivity to moral norms
and increase general preference for inaction.

Finally, Studies 4a and 4b helped to reconcile some counterin-
tuitive findings obtained with the traditional paradigm, focusing
particularly on the role of psychopathy. A common finding in the
moral dilemma literature is that participants with subclinical levels
of psychopathy show a stronger willingness to accept harmful
action in the traditional dilemma paradigm compared with non-
psychopaths (e.g., Bartels & Pizzarro, 2011; Kahane et al., 2015;
Patil, 2015; Pletti et al., 2017). In terms of the traditional approach,
this finding would suggest the counterintuitive conclusion that
psychopaths are more concerned with maximizing well-being than
nonpsychopaths. The current findings resolve this paradox, show-
ing that the difference between psychopaths and nonpsychopaths is
primarily driven by a weaker sensitivity to moral norms among
psychopaths. Additionally, our findings suggest that psychopaths
are less (not more) sensitive to morally relevant consequences than
nonpsychopaths. In the current research, participants with high
levels of psychopathy also showed a weaker general preference for
inaction than participants with low levels of psychopathy, in that
participants with high levels of psychopathy were less reluctant to
engage in action regardless of consequences and norms.

Benefits of the CNI Model

A major benefit of the CNI model is that it is more sensitive in
identifying influences on moral dilemma judgments compared
with earlier approaches. Because the traditional approach conflates
sensitivity to consequences, sensitivity to norms, and general pref-
erence for inaction in a single outcome measure, it is unable to
detect actually existing effects of a given factor when this factor
influences the three components in a manner that compensates
effects in the traditional approach. An illustrative example is
provided by Studies 3a and 3b, which did not show any effect of
question framing when moral dilemma judgments were analyzed
with the traditional approach. Yet, counter to the conclusion that
moral dilemma judgments were unaffected by the question fram-
ing, results obtained with the CNI model suggest that a focus on
personal action had two simultaneous effects that cancelled each
other out in the traditional approach. Specifically, a focus on
personal action, compared with a focus on moral acceptability,
decreased sensitivity to moral norms and increased general pref-
erence for inaction. Within the traditional approach, the former
leads to acceptance of harmful action whereas the latter leads to
rejection of harmful action. These simultaneous effects cancel each
other out, making the traditional approach insensitive to actually
existing effects of question framing.

Similar concerns apply to Conway and Gawronski’s (2013) PD
approach. Although the PD model acknowledges the conceptual
and empirical independence of utilitarian and deontological incli-
nations in moral dilemma judgments, the two PD parameters are
confounded with general preference for inaction versus action.
Whereas the U parameter confounds sensitivity to consequences
with general preference for action, the D parameter confounds
sensitivity to moral norms with general preference for inaction (see
Gawronski et al., 2016; Hütter & Klauer, 2016). As a result of
these confounds, the PD approach is unable to detect actually
existing effects of a given factor when this factor influences moral
judgments in a manner that has compensatory effects on either of

the two parameters. For example, in Studies 3a and 3b, the PD
model did not to show any effects of question framing. Yet, results
obtained with the CNI model suggest that a focus on personal
action, compared with a focus on moral acceptability, decreased
sensitivity to moral norms and increased general preference for
inaction. Whereas the former leads to lower scores on the D
parameter, the latter leads to higher scores on the D parameter.
These effects cancel each other out, making the PD approach
insensitive to actually existing effects of question framing.

Another benefit of the more fine-grained approach of the CNI
model is that it increases the reproducibility of empirical findings.
Because the traditional and the PD approach conflate different
sources of variance in moral dilemma judgments, their measure-
ment outcomes tend to be noisier compared with the more differ-
entiated outcomes of the CNI model. Such measurement noise can
contribute to replication failures in at least two ways. First, noisy
measurement can contribute to inflated estimates of effect sizes in
initial demonstrations of an effect, which can undermine the suc-
cess of replication studies that use these inflated estimates in
power analyses for appropriate sample sizes (Loken & Gelman,
2017). Second, multiple sources of measurement variance can
contribute to replication failures when the effect sizes of simulta-
neous influences of a given factor vary across studies as a result of
sampling error (see Cumming, 2014; Stanley & Spence, 2014). For
example, in Studies 4a and 4b, analyses with the CNI model
revealed replicable effects of psychopathy on sensitivity to conse-
quences, sensitivity to moral norms, and general preference for
inaction. Yet, analyses with the traditional approach replicated
previous findings on the effect of psychopathy only in Study 4b,
but not in Study 4a. Similarly, in Studies 2a and 2b, analyses with
the CNI model revealed a replicable effect of cognitive load on
general preference for inaction. Yet, counter to earlier findings by
Conway and Gawronski (2013), neither of the two studies revealed
a significant effect of cognitive load when moral dilemma judg-
ments were analyzed with the PD approach. Thus, in addition to
providing a more nuanced approach to studying the determinants
of moral dilemma judgments, the CNI model contributes to the
reproducibility of empirical findings by (a) resolving some of the
problems that can undermine successful replications of actually
existing effects, and thereby (b) enhancing researchers’ ability to
distinguish between false positives and actually existing effects
(see Maxwell, Lau, & Howard, 2015).23

Theoretical Implications

An important question concerns the implications of the current
work for extant theories of moral dilemma judgment. One of the

23 An illustrative example are two studies reported in the Supplementary
Materials, showing inconsistent effects of a manipulation designed to
influence salience of harm. This manipulation was based on previous
research by Conway and Gawronski (2013) aimed to manipulate salience
of harm through pictures of the focal targets. Although the CNI model fit
the data well in both studies, the effects on the three parameters were
inconsistent across the two studies. The two studies also produced incon-
sistent effects with the traditional approach and the PD approach, both of
which failed to replicate earlier findings by Conway and Gawronski
(2013). Based on the inconsistency of findings across studies and data
analytic approaches, we interpret these replication failures as evidence for
the low reliability of Conway and Gawronski’s (2013) picture manipula-
tion.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

364 GAWRONSKI ET AL.



most influential theories in this area is Greene’s dual-process
model of moral judgment (Greene et al., 2001, 2004, 2008), which
suggests that deontological judgments result from automatic emo-
tional reactions to the idea of causing harm. In contrast, utilitarian
judgments are assumed to result from cognitively effortful pro-
cesses involving a deliberate analysis of costs and benefits and a
suppression of automatic emotional responses favoring a deonto-
logical judgment.

When assessing the implications of the current work for the
dual-process model of moral judgment, it is important to note that
the dual-process model is based on the premise that a single
judgment can be identified as either utilitarian or deontological by
using moral dilemmas that pit one principle against the other (e.g.,
trolley problem). In this conceptualization, the moral nature of a
given judgment is inferred from its mere consistency with either
the utilitarian or the deontological principle (see Greene, 2007).
Thus, it is deemed sufficient for a judgment to qualify as utilitarian
if it supports action in dilemmas where a proscriptive norm pro-
hibits action and the benefits of action are greater than the costs.
Conversely, it is deemed sufficient for a judgment to qualify as
deontological if it supports inaction in dilemmas where a proscrip-
tive norm prohibits action and the benefits of action are greater
than the costs. This conceptualization is different from the one
proposed in the current work, which treats these criteria as neces-
sary, but insufficient, for the identification of utilitarian and deon-
tological judgments. According to our conceptualization, a given
judgment cannot be categorized as utilitarian without confirming
its property of being sensitive to consequences, which requires a
comparison of judgments across dilemmas with different conse-
quences. Similarly, a given judgment cannot be categorized as
deontological without confirming its property of being sensitive to
moral norms, which requires a comparison of judgments across
dilemmas with different moral norms. Moreover, either of the two
kinds of judgments have to be distinguished from a general pref-
erence for inaction regardless of consequences and moral norms.

The implications of the two conceptualizations for the dual-
process model can be illustrated with the results of Studies 2a and
2b. In these studies, cognitive load reduced participants’ accep-
tance of action in moral dilemmas where a proscriptive norm
prohibited action and action led to better consequences for a larger
number of people. From the perspective of the traditional ap-
proach, these findings reflect a reduced tendency for utilitarian
judgments under cognitive load, which is consistent with the
dual-process hypothesis that utilitarian judgments are the result of
cognitive effortful processes. Yet, analyses with the CNI model
suggested a different conclusion. Instead of reducing participants’
sensitivity to consequences in a utilitarian sense, cognitive load
increased participants’ general preference for inaction. A potential
interpretation of this finding is that participants under cognitive
load feel that they do not have the capacity to make a well-
informed decision. Thus, they may prefer not to engage in any
action regardless of consequences and norms, because harm
caused by action is typically perceived as more severe than the
same amount of harm caused by inaction (Cushman et al., 2006).
From this perspective, the current findings suggest that cognitive
load influences moral dilemma judgments by enhancing the omis-
sion bias, not by reducing sensitivity to consequences in a utili-
tarian sense.

A potential way to reconcile this conclusion with the dual-
process model is to interpret general preference for inaction as an
instance of deontological responding. In line with this idea, the
doctrine of doing and allowing (DDA) states that actively causing
harm is morally worse than merely allowing harm, which is
consistent with the finding that harm caused by action is perceived
as worse than equivalent harm caused by inaction (see. Cushman,
Knobe, & Sinnott-Armstrong, 2008; Cushman, Murray, Gordon-
McKeon, Wharton, & Greene, 2012; Cushman et al., 2006). Con-
ceptually, the DDA can be regarded as a deontological principle in
the sense that the moral status of a behavioral option depends on
its consistency with a general rule. From this perspective, the
findings of Studies 2a and 2b could be reinterpreted in a manner
that is consistent with the dual-process model. Specifically, the
absence of a cognitive load effect on the C parameter suggests that
cognitive load does not necessarily interfere with the deliberate
analyses of costs and benefits. Instead, the obtained effect of
cognitive load on the I parameter suggests that cognitive load
reduces utilitarian judgments by interfering with the effortful sup-
pression of automatic emotional responses favoring a deontologi-
cal judgment.

Although a reinterpretation of the I parameter as an instance of
deontological responding reconciles the dual-process model with
the findings of the CNI model in Studies 2a and 2b, we deem such
a reinterpretation problematic for at least three reasons. First,
equating a general preference for inaction with deontological re-
sponding conflates sensitivity to moral norms with a general
preference for inaction irrespective of moral norms. Yet, the two
ways of responding to moral dilemmas are fundamentally differ-
ent, in that general preference for inaction can lead to judgments
that are either congruent or incongruent with the judgments
suggested by moral norms. In dilemmas involving a proscriptive
norm, both general preference for inaction and sensitivity to moral
norms lead to inaction. Yet, in dilemmas involving a prescriptive
norm, general preference for inaction leads to inaction whereas
sensitivity to moral norms leads to action. Thus, if general pref-
erence for inaction is interpreted as an instance of deontological
responding, one would still have to specify the particular way in
which a judgment is deemed deontological: is the judgment deon-
tological in the sense that it is sensitive to proscriptive and pre-
scriptive norms or is it deontological in the sense that it is con-
gruent with the DDA principle?

Second, although the two ways of responding may be deemed
deontological in a philosophical sense, they should not be con-
flated in a psychological theory about the mechanisms underlying
moral dilemma judgment. After all, sensitivity to moral norms and
general preference for inaction are functionally distinct in terms of
their psychological antecedents and their behavioral outcomes.
Their distinct outcomes are reflected in the fact that the two ways
of responding lead to different judgments in moral dilemmas
involving a prescriptive norm. Their distinct antecedents are re-
flected in the current finding that a given factor can simultaneously
strengthen one way of “deontological” responding while weaken-
ing the other way of “deontological” responding. For example, in
Studies 3a and 3b, a focus on personal action, compared with a
focus on moral acceptability, decreased sensitivity to moral norms
and increased general preference for inaction. Thus, although some
variables may influence the two ways of responding in the same
direction (e.g., gender, psychopathy), the antagonistic effects of
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question framing suggest that they cannot be treated as conceptu-
ally equivalent instances of deontological responding.

Third, if sensitivity to moral norms and general preference for
inaction are treated as functionally distinct instances of deonto-
logical responding, any theory about the processes underlying
moral dilemma judgments would have to specify these processes
for each of the two ways of deontological responding. For exam-
ple, if automatic emotional responses are claimed to influence
moral dilemma judgments via general preference for inaction, the
theory would have to make additional assumptions about the
processes underlying sensitivity to moral norms. In fact, a clear
distinction between the two ways of deontological responding may
even resolve some debates about the processes underlying deon-
tological judgments. For example, some researchers have argued
that deontological judgments are the product of coherence-based
reasoning processes, involving pragmatic considerations of rights
and duties (e.g., Holyoak & Powell, 2016). Although these as-
sumptions may seem in conflict with the hypothesis that deonto-
logical judgments are the result of automatic emotional responses,
any such conflict would be spurious to the extent that (a) pragmatic
considerations of rights and duties influence moral dilemma judg-
ments via sensitivity to moral norms and (b) automatic emotional
responses influence moral dilemma judgments via general prefer-
ence for inaction. From the perspective of the CNI model, either of
the two competing accounts seems limited in the sense that they
focus on only one of the two ways of deontological responding
while ignoring the other. The current findings suggest that any
comprehensive theory of moral dilemma judgment needs to cap-
ture the conceptual and psychological differences between three
distinct determinants of moral dilemma judgments: (a) sensitivity
to consequences, (b) sensitivity to moral norms, and (c) general
preference for inaction versus action.

Potential Objections

A potential objection against the approach underlying the CNI
model is that, in contrast to the unambiguous manipulations of
consequences, manipulations of moral norms tend to be much
more ambiguous, in that participants may not understand the moral
norm that is supposed to be reflected in a given dilemma. Whereas
consequences can be explicitly described in objective terms (e.g.,
by the number of people who may be affected by a given action),
the relevance of specific moral norms is implicit in the sense that
these norms have to be inferred from a given scenario. Although
we agree that the two kinds of manipulations differ in terms of
their relative ambiguity, this concern can be ruled out for the
current research, which consistently showed estimates on the N
parameter that (a) were significantly larger than zero and (b)
systematically varied across groups and experimental conditions.
If participants did not understand the moral norms that were
supposed to be captured by our dilemmas, estimates on the N
parameter should be close to zero overall and too noisy to show
meaningful variation across groups and experimental conditions.

A related objection is that proscriptive and prescriptive norms
tend to be psychologically different, in that violations of a pre-
scriptive norm may often feel less immoral compared with viola-
tions of a proscriptive norm. Thus, estimates on the N parameter
may be distorted by the psychological asymmetry between pro-
scriptive and prescriptive norms. In response to this objection, we

would argue that the proposed psychological difference is concep-
tually equivalent to the omission bias, which refers to the phenom-
enon that harm caused by inaction feels less immoral compared
with the same amount of harm caused by action (Cushman et al.,
2006). As a result, violations of prescriptive norms should feel less
immoral compared with violations of proscriptive norms. In this
sense, the criticism is actually well-captured by the CNI model
which distinguishes between (a) norm-congruent responses that
are in line with the proscriptive and prescriptive norms in a given
dilemma (N parameter), and (b) general preference for inaction
that may result from the psychological asymmetry between action
and inaction known as the omission bias (I parameter).

Another objection concerns the specific operationalization of
prescriptive norms in our moral dilemmas. Whereas some dilem-
mas described direct interactions between participants and a target
of their actions (e.g., participants as doctors providing patients
with drugs), other dilemmas involved a third agent who engaged in
potentially immoral actions against a target (e.g., participants
witnessing another person using illegal interrogation techniques).
In the latter type of dilemma, participants were asked to judge the
behavioral option of interfering with the immoral action of the
third agent (e.g., stopping the person from using illegal interroga-
tion techniques by reporting their actions to their supervisor). The
use of moral dilemmas with third agents may be deemed problem-
atic, because interference with the actions of another person may
be regarded as morally questionable even when the person’s ac-
tions are deemed immoral. To test whether our findings were
influenced by the use of moral dilemmas with a third agent, we
reran all of the CNI analyses with a reduced set of moral dilemmas
that included only those that did not involve a third agent (i.e.,
assisted suicide dilemma, immune deficiency dilemma). Of the 30
significance tests reported for the 8 studies in the main text and the
2 studies in the Supplementary Materials, 27 tests produced iden-
tical results. For the 3 tests that did not produce identical results,
a formerly significant effect turned nonsignificant in the analyses
with the reduced sample. Because (a) the mean level differences in
parameter scores in these cases were equivalent to the ones in the
original analyses and (b) the smaller number of observations
increases the confidence intervals for parameter estimates with the
CNI model, we consider these deviations as being due to lower
statistical power rather than genuine effects of different kinds of
moral dilemmas. Nevertheless, future research may provide deeper
insights into this issue by directly manipulating the involvement of
third agents.

Limitations

Although we deem the CNI model as superior to both the
traditional approach and Conway and Gawronski’s (2013) PD
approach, it is important to acknowledge some limitations. The
most significant limitation is that, with the current set of 24 moral
dilemmas, the CNI model is not suitable for correlational designs.
In the current work, we exclusively presented group-level com-
parisons that involved aggregate data from all participants in a
given group. This approach is very common and widely accepted
among researchers using multinomial modeling (Klauer, 2015). It
is also the standard data analytic approach in the multiTree soft-
ware that was used to analyze the current data (Moshagen, 2010).
To obtain data that are suitable for correlational analyses, the CNI
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model would have to be fit to the responses of each individual
participant (rather than groups of participants). However, with the
small number of trials provided by our 24 moral dilemmas, such
individual estimates tend to be unreliable.

First, a small number of observations often leads to poor model
fit at the individual level. Thus, even when the CNI model fits the
data well at the aggregate level, there are usually several partici-
pants for whom the model does not fit when the model is applied
to a small number of observations at the individual level. Second,
to the extent that a participant shows highly consistent responses
across dilemmas, the number of trials that are available to estimate
the respective other response patterns becomes rather small. For
example, if a participant shows a utilitarian response pattern on 5
of the 6 basic dilemmas, estimations of the N and the I parameters
are based on the four variants of a single basic dilemma, making
such estimates even less reliable.

Although both of these problems can be resolved in group-level
analyses by aggregating data for groups of participants, they un-
dermine the suitability of the CNI model for correlational designs,
at least with the small number of dilemmas employed in the
current studies. To address this limitation, we are currently testing
a larger set of moral dilemmas that could be used to increase the
number of observations for the model. Yet, a potential drawback is
that an increase in the number of dilemmas may lead to fatigue
over the course of the study. Thus, any such extension will have to
balance the trade-off between unreliable parameter estimations
with small numbers of dilemmas and the increased likelihood of
fatigue with large numbers of dilemmas.

A more specific concern is that the CNI model showed subop-
timal fit in two of the eight studies. In Study 2a, the probabilities
predicted by the model showed a marginally significant deviation
from the empirically observed probabilities. In Study 3a, the
deviation between actual and predicted probabilities was statisti-
cally significant. However, in both studies the effect size of the
deviation indicated negligible effects (Cohen, 1988; see Footnote
6). Moreover, we conducted replications for each of the two
studies using the same procedures and materials. In both replica-
tion studies, the CNI model fit the data well and the obtained
effects on the three parameters replicated in both cases. Based on
these findings, we are confident that our findings in the two sets of
studies are indeed reliable.

From a broader perspective, this issue illustrates the trade-offs
that have to be considered when using multinomial models in
studies with large samples. On the one hand, large samples are
essential to ensure sufficient statistical power in testing experi-
mental effects on the three parameters. On the other hand, large
samples increase the likelihood that the predicted probabilities of
the model significantly deviate from the empirically observed
probabilities, because large samples also increase statistical power
for detecting even small deviations. Based on the overall perfor-
mance of the CNI model in the current studies, we would argue
that higher priority should be given to the concern about sufficient
statistical power.

Future Directions

The current work also raises a number of interesting questions
for future research on moral judgment. One example is the use of

the CNI model to gain deeper insights into the psychological
underpinnings of counterintuitive findings that do not fit well to
current theories of moral judgment. In Studies 4a and 4b, we
already demonstrated the value of the CNI model for this purpose
by providing a more nuanced picture of how psychopathy influ-
ences moral dilemma judgments. Counter to the paradoxical con-
clusion that psychopaths are ‘more utilitarian’ than nonpsycho-
paths (e.g., Bartels & Pizzarro, 2011; Kahane et al., 2015; Patil,
2015; Pletti et al., 2017), our findings suggest that psychopaths are
(a) less sensitive to the consequences of their actions, (b) less
sensitive to moral norms, and (c) less reluctant to engage in action
than nonpsychopaths.

A similarly puzzling finding is that higher levels of blood
alcohol are associated with a greater willingness to accept harmful
action in the trolley paradigm (Duke & Bègue, 2015). This finding
stands in contrast to the notion that (a) alcohol impairs cognitive
function and (b) impaired cognitive function should reduce utili-
tarian judgments according to the dual-process model of moral
judgment (Greene et al., 2001, 2004, 2008). From the perspective
of the CNI model, this paradox can be reconciled with the hypoth-
esis that alcohol does not increase the sensitivity to morally rele-
vant consequences. Instead, alcohol may (a) reduce the sensitivity
to moral norms, or (b) increase the willingness to engage in action
irrespective of consequences and norms (or both). Although the
traditional approach is unable to distinguish between these possi-
bilities, the CNI model provides a straightforward means to test
these hypotheses.

At a broader level, the current work poses a challenge to
research that has used the traditional approach to studying the
mental underpinnings moral dilemma judgments. Similar concerns
could be raised about research on the cognitive and emotional
determinants of moral judgments (e.g., Bartels, 2008; Strohminger
et al., 2011; Ugazio, Lamm, & Singer, 2012; Valdesolo & De-
Steno, 2006) as well as their neural correlates (e.g., Bernhard et al.,
2016; Ciaramelli, Muccioli, Ladavas, & di Pellegrino, 2007;
Hutcherson, Montaser-Kouhsari, Woodward, & Rangel, 2015;
Koenigs et al., 2007). A major limitation of this research is that it
provides little information on whether a given factor influenced
moral dilemma judgments via (a) sensitivity to consequences, (b)
sensitivity to moral norms, and (c) general preference for inaction.
Because this ambiguity undermines straightforward inferences
about the mental underpinnings of moral dilemma judgments, the
current work calls for a reassessment of dominant theoretical
assumptions. The CNI model provides a valuable tool in this
endeavor by allowing researchers to quantify the three patterns of
responding to moral dilemmas.

To facilitate research progress along these lines, we have
prepared a zip-file with a multiTree template and hands-on
instructions on how to analyze moral dilemma judgment data
with the CNI model. The zip-file also includes copies of our
moral dilemmas (see Appendix A), a template file for lab
studies with our moral dilemmas using the psychological lab
software MediaLab by Empirisoft, and an SPSS syntax file for
the aggregation of data obtained with our MediaLab template
file. The zip-file with these materials can be freely downloaded
at http://www.bertramgawronski.com/documents/CNI-Model_
Materials.zip. We hope that psychologists who are interested in
moral dilemma judgment will find these materials useful for
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their own research, and we are looking forward to seeing the
products of future work using the CNI model.

Conclusion

To identify the processes underlying utilitarian and deontologi-
cal judgments, research has investigated responses to moral dilem-
mas that pit one principle against the other (e.g., trolley problem).
We argued that the conceptual meaning of responses in this par-
adigm is ambiguous, because the defining aspects of utilitarianism
and deontology, consequences and norms, are not manipulated. To
overcome potential distortions in the interpretation of empirical
findings, we proposed an alternative approach in which utilitarian
judgments are inferred from the sensitivity to consequences and
deontological judgments are inferred from the sensitivity to moral
norms. Expanding on this approach, we presented a multinomial
model that allows researchers to quantify sensitivity to conse-
quences, sensitivity to moral norms, and general preference for
inaction versus action in responses to moral dilemmas. The find-
ings obtained with our CNI model offer more nuanced insights into
the determinants of moral judgments, calling for a reassessment of
dominant theoretical assumptions.
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Appendix A

Moral Dilemmas With Proscriptive Versus Prescriptive Norms and Benefits of Action for Overall Well-Being
That are Either Greater or Smaller Than the Costs of Action for Well-Being

Dilemma

Proscriptive norm prohibits action Prescriptive norm prescribes action

Benefits of Action Benefits of Action Benefits of Action Benefits of Action
Greater than Costs Smaller than Costs Greater than Costs Smaller than Costs

Immune deficiency
dilemma

You are the director of a
hospital in a
developing country. A
foreign student who is
volunteering in the
country got infected
with a rare virus. The
virus is highly
contagious and deadly
to seniors and
children. The only
medication that can
effectively stop the
virus from spreading
has severe side-
effects. Although the
virus will not kill her,
the student suffers
from a chronic
immune deficiency
that will make her die
from these side-
effects.

You are the director of a
hospital in a
developing country. A
foreign student who is
volunteering in the
country got infected
with a rare virus. The
virus is highly
contagious and can
cause severe stomach
cramps. The only
medication that can
effectively stop the
virus from spreading
has severe side-
effects. Although the
virus will not kill her,
the student suffers
from a chronic
immune deficiency
that will make her die
from these side-
effects.

You are the director of a
hospital in a
developing country. A
foreign student who is
volunteering in the
country got infected
with a rare virus. The
virus is highly
contagious and can
cause severe stomach
cramps. The student
suffers from a chronic
immune deficiency
that will make her die
from the virus if she
is not returned to her
home country for
special treatment.
However, taking her
out of quarantine
involves a
considerable risk that
the virus will spread.

You are the director of a
hospital in a
developing country. A
foreign student who is
volunteering in the
country got infected
with a rare virus. The
virus is highly
contagious and deadly
to seniors and
children. The student
suffers from a chronic
immune deficiency
that will make her die
from the virus if she
is not returned to her
home country for
special treatment.
However, taking her
out of quarantine
involves a
considerable risk that
the virus will spread.

Is it acceptable in this
case to give the
student the
medication?

Is it acceptable in this
case to give the
student the
medication?

Is it acceptable in this
case to take the
student out of
quarantine to return
her to her home
country for treatment?

Is it acceptable in this
case to take the
student out of
quarantine to return
her to her home
country for treatment?

Assisted suicide
dilemma

You are a doctor and are
treating a seriously ill,
suffering patient. Even
the strongest drugs do
not relieve him from
his pain anymore.

You are a doctor and are
treating a seriously ill,
suffering patient. Even
the strongest drugs do
not relieve him from
his pain anymore.

You are a doctor and are
treating a seriously ill,
suffering patient. Even
the strongest drugs do
not relieve him from
his pain anymore.

You are a doctor and are
treating a seriously ill,
suffering patient. Even
the strongest drugs do
not relieve him from
his pain anymore.

He feels terrible agony
and you know that his
condition will never
improve. For days, he
has been waiting for
his death.

He feels terrible agony,
but you know that he
will get better again
soon. For days, he has
been waiting to see
improvements.

He feels terrible agony,
but you know that he
will get better again
soon. For days, he has
been waiting to see
improvements.

He feels terrible agony
and you know that his
condition will never
improve. For days, he
has been waiting for
his death.

Since he no longer
wants to endure his
pain, he repeatedly
asks you to end his
life. You could give
him a drug causing
his death, which will
release him from his
pain.

Since he no longer
wants to endure his
pain, he repeatedly
asks you to end his
life. You could give
him a drug causing
his death, which will
release him from his
pain.

Since he no longer
wants to endure his
pain, he repeatedly
asks you to end his
life. Suddenly, he has
a severe heart attack.
You could give him a
drug to save him from
dying.

Since he no longer
wants to endure his
pain, he repeatedly
asks you to end his
life. Suddenly, he has
a severe heart attack.
You could give him a
drug to save him from
dying.

Is it acceptable in this
case to provide your
patient with this drug?

Is it acceptable in this
case to provide your
patient with this drug?

Is it acceptable in this
case to provide your
patient with this drug?

Is it acceptable in this
case to provide your
patient with this drug?

(Appendices continue)
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Appendix A (continued)

Dilemma

Proscriptive norm prohibits action Prescriptive norm prescribes action

Benefits of Action Benefits of Action Benefits of Action Benefits of Action
Greater than Costs Smaller than Costs Greater than Costs Smaller than Costs

Abduction
dilemma

You are the president of
your country. A
guerilla group
operating in a conflict
zone has abducted a
journalist from your
country and threatens
to behead him if your
government does not
pay a ransom of one
million dollars. The
group will use the
ransom money to buy
weapons for their
guerilla war, which
will cause the deaths
of many people.
Congress has
approved payment of
the ransom, but you
have the power to
veto the payment.

You are the president of
your country. A
guerilla group
operating in a conflict
zone has abducted a
journalist from your
country and threatens
to behead him if your
government does not
pay a ransom of one
million dollars. The
group will use the
ransom money to buy
food for their families,
who live in an area
that has been plagued
by several droughts.
Congress has
approved payment of
the ransom, but you
have the power to
veto the payment.

You are the president of
your country. A
guerilla group
operating in a conflict
zone has abducted a
journalist from your
country and threatens
to behead him if your
government does not
pay a ransom of one
million dollars. The
group will use the
ransom money to buy
food for their families,
who live in an area
that has been plagued
by several droughts.
As the president, you
have the power to
approve payment of
the ransom.

You are the president of
your country. A
guerilla group
operating in a conflict
zone has abducted a
journalist from your
country and threatens
to behead him if your
government does not
pay a ransom of one
million dollars. The
group will use the
ransom money to buy
weapons for their
guerilla war, which
will cause the deaths
of many people. As
the president, you
have the power to
approve payment of
the ransom.

Is it acceptable in this
case to veto the
ransom payment?

Is it acceptable in this
case to veto the
ransom payment?

Is it acceptable in this
case to approve the
ransom payment?

Is it acceptable in this
case to approve the
ransom payment?

Transplant
dilemma

You are a surgeon in a
small hospital. One
day, your hospital
receives five badly
hurt patients from a
car accident. The
patients all need organ
transplants or they
will die. You have no
spare organs, but there
is a patient who has
been in a coma for
several weeks and it
seems unlikely that he
will wake up again.
You could terminate
his life support and
take his organs for the
five accident victims,
so that their lives will
be saved.

You are a surgeon in a
small hospital. One
day, your hospital
receives five badly
hurt patients from a
car accident. These
patients all need organ
transplants or they
will have serious
health problems for
the rest of their lives.
You have no spare
organs, but there is a
patient who has been
in a coma for several
weeks and it seems
unlikely that he will
wake up again. You
could terminate his
life support and take
his organs for the five
accident victims, so
that they won’t suffer
from health problems.

You are a surgeon in a
small hospital. One
day, your hospital
receives five badly
hurt patients from a
car accident. These
patients all need organ
transplants or they
will have serious
health problems for
the rest of their lives.
You have no spare
organs, but there is a
patient who has been
in a coma for several
weeks and it seems
unlikely that he will
wake up again. One
of your co-workers
plans to terminate his
life support and take
his organs for the five
accident victims, so
that they won’t suffer
from health problems.
You could stop your
co-worker by
informing the director
of the hospital.

You are a surgeon in a
small hospital. One
day, your hospital
receives five badly
hurt patients from a
car accident. The
patients all need organ
transplants or they
will die. You have no
spare organs, but there
is a patient who has
been in a coma for
several weeks and it
seems unlikely that he
will wake up again.
One of your co-
workers plans to
terminate his life
support and take his
organs for the five
accident victims, so
that their lives will be
saved. You could stop
your co-worker by
informing the director
of the hospital.

(Appendices continue)
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Appendix A (continued)

Dilemma

Proscriptive norm prohibits action Prescriptive norm prescribes action

Benefits of Action Benefits of Action Benefits of Action Benefits of Action
Greater than Costs Smaller than Costs Greater than Costs Smaller than Costs

Is it acceptable in this
case to terminate the
patient’s life support
to take his organs?

Is it acceptable in this
case to terminate the
patient’s life support
to take his organs?

Is it acceptable in this
case to stop your co-
worker from
terminating the
patient’s life support
to take his organs?

Is it acceptable in this
case to stop your co-
worker from
terminating the
patient’s life support
to take his organs?

Torture dilemma You are a member of a
special police
department who is
trained to obtain
information in
particularly difficult
cases. You are dealing
with a case involving
a male adult who is
accused of having
abducted several
children. You don’t
know where he is
hiding the children,
and he refuses to tell
you where they are.
The children will
likely die from
dehydration if they are
not found within the
next 24 hours. You
have tried every legal
interrogation
technique, but none of
them were successful.
To get information on
where the children
are, you consider the
use of illegal
techniques that are
deemed torture.

You are a member of a
special police
department who is
trained to obtain
information in
particularly difficult
cases. You are dealing
with a case involving
a male adult who is
accused of having
stolen several
paintings. You don’t
know where he is
hiding the paintings,
and he refuses to tell
you where they are.
The paintings will
likely be shipped to a
different country if
they are not found
within the next 24
hours. You have tried
every legal
interrogation
technique, but none of
them were successful.
To get information on
where the paintings
are, you consider the
use of illegal
techniques that are
deemed torture.

You are a member of a
special police
department who is
trained to obtain
information in
particularly difficult
cases. You are dealing
with a case involving
a male adult who is
accused of having
stolen several
paintings. You don’t
know where he is
hiding the paintings,
and he refuses to tell
you where they are.
The paintings will
likely be shipped to a
different country if
they are not found
within the next 24
hours. You have tried
every legal
interrogation
technique, but none of
them were successful.
To get information on
where the paintings
are, your partner starts
using illegal
techniques that are
deemed torture, and
you consider stopping
him by reporting him
to your supervisor.

You are a member of a
special police
department who is
trained to obtain
information in
particularly difficult
cases. You are dealing
with a case involving
a male adult who is
accused of having
abducted several
children. You don’t
know where he is
hiding the children,
and he refuses to tell
you where they are.
The children will
likely die from
dehydration if they are
not found within the
next 24 hours. You
have tried every legal
interrogation
technique, but none of
them were successful.
To get information on
where the children
are, your partner starts
using illegal
techniques that are
deemed torture, and
you consider stopping
him by reporting him
to your supervisor.

Is it acceptable in this
case to use illegal
interrogation
techniques?

Is it acceptable in this
case to use illegal
interrogation
techniques?

Is it acceptable in this
case to stop your
partner from using
illegal interrogation
techniques?

Is it acceptable in this
case to stop your
partner from using
illegal interrogation
techniques?

(Appendices continue)
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Appendix A (continued)

Dilemma

Proscriptive norm prohibits action Prescriptive norm prescribes action

Benefits of Action Benefits of Action Benefits of Action Benefits of Action
Greater than Costs Smaller than Costs Greater than Costs Smaller than Costs

Vaccine dilemma You are a doctor in an
area that suffers from
an outbreak of a
highly contagious
disease. Preliminary
tests have shown the
success of a new
vaccine that is not
approved by the
health department of
your country, because
of its severe side-
effects. The side-
effects of the vaccine
will likely cause the
death of dozens of
people who are not
infected, but the
vaccine will save
hundreds of lives by
preventing spread of
the virus.

You are a doctor in an
area that suffers from
an outbreak of a
highly contagious
disease. Preliminary
tests have shown the
success of a new
vaccine that is not
approved by the
health department of
your country, because
of its severe side-
effects. The side-
effects of the vaccine
will likely cause the
death of dozens of
people who are not
infected, but the
vaccine will save
about the same
number of lives by
preventing spread of
the virus.

You are a doctor in an
area that suffers from
an outbreak of a
highly contagious
disease. Preliminary
tests have shown the
success of a new
vaccine that is not
approved by the
health department of
your country, because
of its severe side-
effects. The side-
effects of the vaccine
will likely cause the
death of dozens of
people who are not
infected, but the
vaccine will save
about the same
number of lives by
preventing spread of
the virus. One of your
colleagues plans to
use the vaccine, but
you could stop him by
reporting his plans to
the health department.

You are a doctor in an
area that suffers from
an outbreak of a
highly contagious
disease. Preliminary
tests have shown the
success of a new
vaccine that is not
approved by the
health department of
your country, because
of its severe side-
effects. The side-
effects of the vaccine
will likely cause the
death of dozens of
people who are not
infected, but the
vaccine will save
hundreds of lives by
preventing spread of
the virus. One of your
colleagues plans to
use the vaccine, but
you could stop him by
reporting his plans to
the health department.

Is it acceptable in this
case to use the
vaccine?

Is it acceptable in this
case to use the
vaccine?

Is it acceptable in this
case to report your
colleague to the health
department?

Is it acceptable in this
case to report your
colleague to the health
department?

(Appendices continue)
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Appendix B

Model Equations of CNI Model

Model equations for the estimation of sensitivity to consequences
(C), sensitivity to moral norms (N), and general preference for inac-
tion versus action irrespective or consequences and norms (I) in
responses to moral dilemmas with proscriptive versus prescriptive
norms and benefits of action for overall well-being that are either
greater or smaller than the costs of action for well-being.

p(inaction |proscriptive norm, benefits � costs)

� [(1 – C) � N] � [(1 – C) � (1 – N) � I]

p(inaction |proscriptive norm, benefits � costs)

� C � [(1 – C) � N] � [(1 – C) � (1 – N) � I]

p(inaction |prescriptive norm, benefits � costs)

� (1 – C) � (1 – N) � I

p(inaction |prescriptive norm, benefits � costs)

� C � [(1 – C) � (1 – N) � I]

p(action |proscriptive norm, benefits � costs)

� C � [(1 – C) � (1 – N) � (1 – I)]

p(action |proscriptive norm, benefits � costs)

� (1 – C) � (1 – N) � (1 – I)

p(action |prescriptive norm, benefits � costs)

� C � [(1 – C) � N] � [(1 – C) � (1 � N) � (1 – I)]

p(action |prescriptive norm, benefits � costs)

� [(1 – C) � N] � [(1 – C) � (1 � N) � (1 – I)]

Appendix C

Descriptions of Behaviors in Pilot Study

Participants were asked to rate each behavior for its moral
relevance on 5-point scales ranging from 1 (not at all) to 5 (very
much).

Behaviors in Moral Dilemmas of the Current Studies

Immune Deficiency Dilemma

Giving a patient a drug that will prevent the spread of a highly
contagious virus when the patient has an immune deficiency that
will make her die from the side-effects of the drug.

Bringing a patient who is infected with a highly contagious virus
to her home country when taking her out of quarantine involves a
considerable risk that the virus will spread.

Assisted Suicide Dilemma

Following the request of a terminally ill patient to give him a
deadly drug to release him from his pain.

Providing a life-saving drug to a terminally ill patient who has
a heart attack but no longer wants to live.

Abduction Dilemma

Vetoing the payment of a ransom to free a journalist abducted
by terrorists who threaten to behead him.

Approving the payment of a ransom to free a journalist abducted
by terrorists who threaten to behead him.

Transplant Dilemma

Terminating a patient’s life support to take his organs for other
patients.

Informing the hospital director about a co-worker who plans to
terminate a patient’s life support to take his organs for other
patients.

Torture Dilemma

Using illegal interrogation techniques that are deemed to torture
to obtain information from a criminal offender.

Reporting a co-worker who plans to use illegal interrogation
techniques that are deemed to torture to obtain information from a
criminal offender.

Vaccine Dilemma

Using a vaccine to fight a highly contagious disease when the
vaccine has not been approved for use by the health department.

Reporting a colleague who plans to use a vaccine to fight a
highly contagious disease when the vaccine has not been approved
for use by the health department.

(Appendices continue)
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Moral Behaviors Adapted From Hofmann et al. (2014)

Care/Harm

Assisting a tourist with directions because he is looking lost.
Giving a homeless man an extra sandwich you have.
Smoking a cigarette with small children in the car.
Hiring someone to kill a muskrat that’s ultimately not causing

any harm.

Fairness/Unfairness

Talking to someone about treating others equally.
Reminding a waitress that you did not pay for your bill when she

thought you did.
Congress making cuts across the board and not solving debt

problems for the country.
Stealing your co-worker’s nice balsamic vinegar while he was

off shift.

Loyalty/Disloyalty

Paying tribute to veterans and families who have lost a loved
one on Memorial Day.

Putting your family before your own fun.
Giving up on your team.
Arranging adulterous encounter.

Authority/Subversion

Enforcing a rule.
Appropriately disciplining a youth not your own.
Disrespecting your mother.
Having drinks with a colleague during work hours without the

boss knowing.

Sanctity/Degradation

Talking about God with a family member.
Yoga Nidra meditation class.
Catching your teenage son looking at hard core porn.
Making your 3-year-old eat her feces for having an accident.

Liberty/Oppression

Arguing on behalf an oppressed population in a public setting.
Freeing beagles that had never seen daylight or felt grass, as a

result of a life of captivity for animal testing.
Denying a girl a ticket to prom because she wants to take

another girl as her date.
Kidnapping schoolgirls in Nigeria.

Honesty/Dishonesty

Being honest about a sales initiative.
Finding a lost cell phone and returning it to its owner.
Lying to someone by saying their suggestion was good when it

wasn’t.
Faking a bomb threat to cover up not graduating.

Self-Discipline/Lack of Self-Discipline

Following through on completing a work commitment by com-
pleting it after hours.

Not reading confidential info that is not for you even though you
have access.

Being sloppy in your work because you didn’t want to do it.
Getting fast food although you promised someone you wouldn’t

have it.

Behaviors in Non-Moral Decision Problems Adapted
From Greene et al. (2001)

Plant Transport

Ruin the fine leather upholstery of your car by putting plants on
the back seat.

Making two trips to avoid ruining the fine leather upholstery of
your car by putting plants on the back seat.

Generic Brand

Purchasing a generic headache medicine when the brand-name
product you planned to purchase is sold out.

Searching for the brand-name headache medicine you planned
to purchase elsewhere when it is sold out at your pharmacy.

Brownies

Substituting macadamia nuts for walnuts in a recipe for brown-
ies to avoid eating walnuts.

Using walnuts in a recipe for brownies although you do not like
eating walnuts.

Computer

Waiting to buy a new computer to get it for a lower price.
Paying more for a new computer to get it right away.

Survey

Interrupting a quiet dinner by yourself to earn $200 for partic-
ipating in a national phone survey.

Refusing to participate in a national phone survey because you
would have to interrupt a quiet dinner by yourself.

Choosing Classes

Taking a history class to help you fulfill your graduation re-
quirements although it conflicts with a science you would like to
take.

Taking a science class you would like to take although it
conflicts with a history class that you need to fulfill your gradu-
ation requirements.
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