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Misinformation comes in various forms ranging from 
the more entertaining, such as satirical pieces from The 
Onion, to the more insidious, such as Nazi propaganda 
and fabricated reports suggesting a link between vac-
cinations and autism. Although fake news is not a new 
concept, concerns over the impact of misinformation 
have grown considerably given that the Internet and 
social media provide a conduit for spreading informa-
tion widely and rapidly regardless of its veracity. 
Because false information often continues to affect 
judgments and decisions even after being refuted 
(Lewandowsky et  al., 2012; Rapp & Braasch, 2014; 
Schwarz et al., 2007; for a meta-analysis, see Chan et al., 
2017), exposure to misinformation poses a major chal-
lenge for the functioning of societies in the so-called 
information age. Given the growing concerns over the 
dangers of misinformation (Mitchell et  al., 2019), 
researchers across many disciplines are trying to under-
stand how misinformation spreads with a view toward 
limiting its impact (Lazer et  al., 2018). For example, 
research in the computer sciences has focused on 

building algorithms that predict, flag, and block sources 
of misinformation online (see Conroy et  al., 2015). 
Research in the social sciences, for its part, has focused 
on understanding what factors contribute to belief in 
misinformation and effective routes to reducing its 
impact (see Lewandowsky et al., 2012).

Although research in psychology has made signifi-
cant progress in understanding the factors that influ-
ence people’s belief in misinformation (for reviews, see 
Lewandowsky et al., 2012; Rapp & Braasch, 2014), stud-
ies on how people determine the veracity of news have 
relied on approaches that conflate two conceptually 
distinct aspects in the identification of fake news: (a) 
ability to accurately distinguish between real news and 
fake news and (b) response biases to judge news as 
real or fake regardless of news veracity. In the current 
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article, we discuss how signal detection theory (SDT; 
Green & Swets, 1966) can provide more nuanced 
insights into the processes underlying the propagation 
of fake news by disentangling the two aspects. We 
illustrate the value of SDT with reanalyses of existing 
data sets, uncovering the particular manner in which 
various factors influence the identification of fake news.

Identifying Fake News

A fundamental question in research on the effects of 
fake news is how people determine whether a piece of 
information is real or fake. Guided by different theoreti-
cal frameworks, prior research on this question has 
focused on four determinants: (a) partisan bias, (b) cog-
nitive reflection, (c) motivated reflection, and (d) prior 
exposure.

Partisan bias

One important factor in the identification of fake news 
is the congruence or incongruence of information or 
misinformation with prior beliefs. According to moti-
vational accounts that emphasize the significance of 
ideological beliefs for social identities, people have 
a tendency to accept information that is congruent 
with their ideological beliefs and dismiss information 
that is incongruent with their ideological beliefs (e.g., 
Van Bavel & Pereira, 2018). Note that acceptance of 
ideology-congruent information and rejection of 
ideology-incongruent information is assumed to occur 
independently of the actual veracity of the relevant 
information, leading people to accept fake news that 
is congruent with their ideological beliefs and dismiss 
real news that is incongruent with their ideological 
beliefs. For example, supporters of a particular politi-
cian may accept fake news that sheds a positive light 
on that politician and dismiss real news as fake news 
if it sheds a negative light on that politician. Con-
versely, critics of the same politician may accept fake 
news that sheds a negative light on that politician and 
dismiss real news as fake news if it sheds a positive 
light on that politician.

A similar prediction is implied by cognitive accounts 
suggesting that people use consistency as a cue to judge 
the validity of information (see Gawronski, 2012; 
Schwarz & Jalbert, 2020). These accounts similarly sug-
gest that people have a tendency to judge new informa-
tion as valid if it is consistent with prior beliefs. Moreover, 
when new information is inconsistent with prior beliefs, 
people often reconcile the inconsistency by generating 
an explanation for the new information that reconciles 
its inconsistency with prior beliefs ( Johnson-Laird et al., 
2004). Because dismissing ideology-incongruent news 

as fake is an effective strategy to resolve its inconsis-
tency with prior ideological beliefs, cognitive-consistency 
accounts similarly suggest that people tend to accept 
fake news that is congruent with their ideological beliefs 
and dismiss real news as fake news if it is incongruent 
with their ideological beliefs.

Cognitive reflection

In contrast to accounts emphasizing the impact of prior 
ideological beliefs, other accounts suggest that people’s 
susceptibility to fake news is driven by belief-unrelated 
differences in cognitive reflection. According to these 
accounts, belief in fake news reflects insufficient ana-
lytic thinking rather than partisan bias. In line with this 
hypothesis, some research suggests that people’s ability 
to correctly identify fake news is associated with indi-
vidual differences in cognitive reflection given that 
individuals with higher scores on the Cognitive Reflec-
tion Test (CRT; Frederick, 2005) were more accurate in 
distinguishing between real news and fake news than 
individuals with lower scores on the CRT (Pennycook 
& Rand, 2019). Note that this relation held regardless 
of the political slant of the news. Higher CRT scores 
were associated with greater accuracy regardless of 
whether the news was congruent or incongruent with 
participants’ political leaning. Similar results were 
obtained in studies that used experimental manipula-
tions of reflective thinking (Bago et  al., 2020). Thus, 
applied to the above example, any factor that supports 
cognitive reflection should increase a person’s accuracy 
in identifying fake news about a particular politician 
regardless of whether the person supports or opposes 
that politician.

Motivated reflection

In contrast to accounts that treat cognitive reflection 
and partisan bias as mutually exclusive factors, other 
accounts suggest that the two factors can interactively 
determine belief in fake news. Given the idea that peo-
ple employ cognitive processes in the service of their 
goals (Ditto & Lopez, 1992; Kruglanski & Webster, 1996; 
Kunda, 1990), motivated-reflection accounts suggest 
that people strategically use their cognitive skills to 
process information in a manner such that the inferen-
tial outcomes are consistent with beliefs they are moti-
vated to protect (Kahan et al., 2017). According to this 
view, people are often motivated to reach conclusions 
that support their ideological beliefs, and success in 
accomplishing this inferential goal depends on basic 
cognitive skills (e.g., intelligence, literacy, numeracy). 
In such cases, partisan bias in the identification of fake 
news should increase (rather than decrease) as a 
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function of basic cognitive skills (Kahan, 2017). That 
is, people with greater reflective abilities should show 
a stronger tendency to accept ideology-congruent 
information and dismiss ideology-incongruent informa-
tion compared with people with weaker reflective 
abilities. Thus, applied to our thematic example, sup-
porters of a particular politician may accept fake news 
that sheds a positive light on that politician and dismiss 
real news as fake news if it sheds a negative light on 
that politician, and this partisan bias should be more 
pronounced among people with stronger reflective 
abilities.

Prior exposure

Another important factor in judgments of veracity is 
processing fluency. A considerable body of research 
suggests that people use the experienced fluency of 
processing information as a metacognitive cue for judg-
ing the veracity of that information in that people treat 
high fluency as an indicator of accuracy (Reber & 
Unkelbach, 2010). An important determinant of fluency 
is prior exposure, which has been found to increase 
perceptions of veracity by increasing the ease of pro-
cessing the relevant information (Lewandowsky et al., 
2012; Schwarz et  al., 2007; Unkelbach et  al., 2019). 
Applied to the current question, fluency accounts sug-
gest that prior exposure to fake news increases the ease 
of processing its content, which increases perceptions 
of veracity (Schwarz & Jalbert, 2020). In line with this 
idea, Pennycook et al. (2018) found that prior exposure 
to fake news headlines increased the likelihood that 
the headlines were judged as real, and this effect was 
unaffected by the congruence of the headlines with 
participants’ political ideology. These findings resonate 
with the claims of purely cognitive accounts, suggesting 
that belief in fake news is rooted in basic cognitive 
processes rather than motivated reasoning. Thus, 
applied to our thematic example, prior exposure to a 
fake news article about a particular politician may 
increase the likelihood that people perceive the news 
article as real regardless of whether the article’s content 
is congruent or incongruent with the reader’s political 
leaning.

Signal Detection Theory

Although previous research has provided valuable 
insights into the factors that influence people’s accep-
tance of misinformation, many studies in this area have 
conflated two conceptually distinct aspects in the iden-
tification of fake news: (a) ability to accurately distin-
guish between real news and fake news and (b) 
response biases to judge news as real or fake regardless 

of news veracity. Because discrimination accuracy and 
responses biases are likely rooted in different underly-
ing processes, conflating the two aspects can lead to 
incorrect conclusions about the psychological determi-
nants of fake-news beliefs. SDT offers a simple and 
effective way to disentangle discrimination accuracy 
and response bias by providing independent indices 
for the two aspects. In this section, we briefly review 
the core ideas underlying SDT and discuss how its 
application to the identification of fake news can pro-
vide more nuanced insights into the determinants of 
fake-news beliefs.

The use of SDT originated in perceptual studies to 
understand how different factors influence people’s 
ability to distinguish signals from noise (Green & Swets, 
1966). Since then, SDT has been applied to a wide 
range of topics in psychology, including recognition 
memory and racial bias in weapon identification. A 
common feature of these applications is that they are 
concerned with the same basic question: How well can 
people distinguish between two classes of stimuli? For 
example, in studies on recognition memory, how well 
can people distinguish words that have been presented 
in a prior task from words that have not been presented 
before (Snodgrass & Corwin, 1988)? In studies on racial 
bias in weapon identification, how well can people 
distinguish weapons from nonthreatening objects 
(Payne & Correll, 2020)? Applied to fake news, how 
well can people discern fake news from real news?

One possible approach to answer these questions is 
to focus on hits: cases in which participants correctly 
identify the focal target stimuli (e.g., correct classifica-
tion of previously presented words, weapons, or fake 
news articles). However, simply tallying a participant’s 
hits ignores that two independent mechanisms can lead 
to correct classifications of target stimuli. First, partici-
pants may correctly classify the target stimuli because 
they can accurately distinguish the signal from the 
noise. For example, in studies on recognition memory, 
participants may correctly identify previously presented 
words because they can accurately distinguish previ-
ously presented words from new lures; in studies on 
racial bias in weapon identification, participants may 
correctly identify weapons because they can accurately 
distinguish weapons from nonthreatening objects; and 
in studies on the identification of fake news, partici-
pants may correctly identify fake news articles because 
they can accurately distinguish fake news from real 
news. Second, participants may correctly classify the 
target stimuli because they have a tendency to respond, 
“yes, this stimulus fits the focal parameters” regardless 
of whether the stimulus actually fits those parameters. 
For example, in studies on recognition memory, par-
ticipants may respond old for all words regardless of 
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whether they were presented before; in studies on 
racial bias in weapon identification, participants may 
respond weapon for both weapons and nonthreatening 
objects; and in studies on the identification of fake 
news, participants may respond fake for all news arti-
cles regardless of their veracity.

Although both of these factors lead to a hit in iden-
tifying the presence of a target stimulus, they represent 
fundamentally distinct patterns of responses with dis-
tinct underlying mechanisms. Thus, confounding them 
in overall hit rates can lead to inaccurate interpretations 
of the data. SDT offers a simple means to disentangle 
the two aspects by providing separate indices for each 
aspect as a function of an individual’s hits (e.g., correct 
classification of previously presented words, weapons, 
or fake news articles) and false alarms (e.g., incorrect 
classification of new foil words as having been pre-
sented before, nonthreatening objects as weapons, or 
real news articles as fake).

SDT’s index for discrimination sensitivity (labeled d′) 
reflects the distance between the distributions of judg-
ments about two stimulus classes along the judgment-
relevant dimension.1 For example, when judging news 
articles as real (vs. fake), d′ indicates the difference in 
the distributions for real news as opposed to fake news 
along the dimension of perceived veracity (see Fig. 1).2 
Distributions that are further apart along the perceived 
veracity dimension have a higher d′, indicating that 
participants’ ability in correctly discriminating between 
real news and fake news is relatively high. Conversely, 
distributions that are closer together along the per-
ceived veracity dimension have a lower d′, indicating 

that participants’ ability in correctly discriminating 
between real news and fake news is relatively low. 
Indeed, if the distributions for real news and fake news 
overlap on the perceived veracity dimension, some real 
news might be perceived as “less real” than fake news, 
and some fake news might be perceived as “more real” 
than real news (see Fig. 1). Conceptually, factors that 
decrease d′ pull the distributions closer together, mak-
ing it more difficult to discriminate stimuli from each 
class. Conversely, factors that increase d′ pull the dis-
tributions further apart, making it easier to discriminate 
stimuli from each class. Mathematically, discrimination 
sensitivity is captured by the difference between a par-
ticipant’s hit rate and false alarm rate:

d z z′ −= ( ) ( )H FA .

In this equation, H refers to hit rate or the proportion 
of target trials on which a participant showed the cor-
rect response (e.g., number of real classifications of 
real news articles divided by the total number of real 
news articles; see Table 1); FA refers to false alarm rate 
or the proportion of distractor trials on which a partici-
pant showed the incorrect response (e.g., number of 
real classifications of fake news articles divided by the 
total number of fake news articles; see Table 1). Both 
H and FA follow a quantile function for a z distribution 
(or inverse cumulative distribution function) in a man-
ner such that a proportion of .5 is converted to a z 
score of 0 (reflecting chance responses). Thus, propor-
tions greater than .5 (i.e., above-chance responses) 
produce positive z scores, and proportions smaller than 

Veracity Veracity

Lower d ′ Higher d ′

Fake News

Real News

Fig. 1.  Graphical depiction of signal detection theory’s index for discrimination sensitivity (d′), reflecting the distance between the 
distributions of judgments about real and fake news along the judgmental dimension of veracity. Distributions that are closer together 
along the judgment-relevant dimension have a lower d′, indicating that participants’ ability in correctly discriminating between real 
news and fake news is relatively low (left). Distributions that are further apart along the perceived veracity dimension have a higher 
d′, indicating that participants’ ability in correctly discriminating between real news and fake news is relatively high (right).
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.5 (i.e., below-chance responses) produce negative z 
scores. Extreme d′ scores occur when participants show 
near-perfect accuracy. For example, if H = .99 and FA = 
.01, d′ = 4.65. For perfect accuracy (i.e., H = 1.00 and 
FA = .00), d′ is infinite, requiring adjustments before 
the calculation of d′ scores.3

SDT’s index for response bias (labeled c) reflects the 
threshold along the judgment-relevant dimension at 
which participants decide to switch their decision. For 
example, when judging whether news articles are real 
(vs. fake), c indicates the degree of veracity one must 
perceive before judging a news article as real (see 
Fig.  2). Any stimulus with greater perceived veracity 
than that value will be judged as real, whereas any 
stimulus with lower perceived veracity than that value 
will be judged as fake. In this example, a higher (or 
more conservative) criterion would indicate that a 

participant is generally less likely to judge a news story 
as real, whereas a lower (or more liberal) criterion 
would indicate that a participant is generally more 
likely to judge a news story as real. Mathematically, 
response bias (or threshold) is captured by the follow-
ing equation:

c
( )

.= − ×
( ) +

1
2

z H z FA

When the false alarm rate is equal to the rate of 
misses (see Table 1), c = 0 because z(FA) = z(1 − H) = 
−z(H)—see Macmillan & Creelman (2004). Negative c 
values arise when the false alarm rate is greater than 
the miss rate, and positive values arise when the false 
alarm rate is smaller than the miss rate (see Table 1). 

Table 1.  Stimuli and Response Possibilities

Stimulus

Response

“Target”
(e.g., response “real”)

“Distractor”
(e.g., response “fake”)

Target (e.g., real news) Hit Miss
Distractor (e.g., fake news) False alarm Correct rejection

Note: Signal detection theory uses hit and false alarm rates to compute d′, a 
discrimination sensitivity index reflecting people’s ability in distinguishing target stimuli 
(e.g., real news) from distractor stimuli (e.g., fake news), and c, a response bias index 
reflecting the threshold for judging stimuli as belonging to the category of target stimuli.

VeracityVeracity

Moral Liberal
Criterion

Moral Conservative
Criterion

Fake News
Real News

Fig. 2.  Graphical depiction of signal detection theory’s index for response bias (c), reflecting the threshold along the judgmental dimen-
sion of perceived veracity at which participants decide to switch their decision. When judging whether news articles are real (vs. fake), c 
indicates the degree of veracity the participant must perceive before judging a news article as real. Any stimulus with greater perceived 
veracity than that value will be judged as real, whereas any stimulus with lower perceived veracity than that value will be judged as 
fake. A higher (or more conservative) threshold would indicate that a participant is generally less likely to judge a news story as real, 
whereas a lower (or more liberal) threshold would indicate that a participant is generally more likely to judge a news story as real.
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Extreme c values occur when H and FA are both large 
or both small. For example, if both H and FA are .99, 
c = −2.33. In contrast, if both H and FA are .01, c = +2.33.

Although d′ and c are both based on hits and false 
alarms, the two indices are conceptually independent 
from one another (see Macmillan & Creelman, 2004; 
Stanislav & Todorov, 1999), which means that any given 
factor can influence either d′ or c or both. This aspect 
is important because a closer examination of the 
reviewed factors in the identification of fake news 
reveals that they are not mutually exclusive. When ana-
lyzed from the perspective of SDT, partisan bias should 
be evident in response bias scores (c) in that people 
should show a lower threshold for judging news articles 
as real when they are congruent with their ideological 
beliefs than when they are incongruent with their ideo-
logical beliefs. In contrast, the proposed effect of cogni-
tive reflection should be evident in discrimination 
sensitivity scores (d′) in that greater cognitive reflection 
should be associated with a stronger ability to distin-
guish real news and fake news. Moreover, the proposed 
effect of motivated reflection should be evident in 
response bias scores (c) in that the tendency to show 
a lower veracity threshold for ideology-congruent news 
than ideology-incongruent news should be more pro-
nounced for people with stronger reflective abilities. 
Finally, prior exposure may influence judgments either 
by reducing people’s ability to accurately discriminate 
between real news and fake news (d′) or increasing the 
tendency to judge news articles as real regardless of 
their veracity (c) or both.4

The Value of SDT for Studying the 
Identification of Fake News

To illustrate the insights SDT can provide for research 
on the identification of fake news, we reanalyzed data 
sets from two published articles on fake-news discern-
ment (Pennycook et  al., 2018; Pennycook & Rand, 
2019). In the first article, Pennycook and Rand (2019) 
investigated the role of cognitive and motivational fac-
tors in the identification of fake news. In the second 
article, Pennycook et al. (2018) investigated the impact 
of prior exposure on the identification of fake news. 
We will first discuss the reanalysis of Pennycook and 
Rand’s data on the role of cognitive and motivational 
factors before turning to the reanalysis of Pennycook 
et al.’s data on the effects of prior exposure. Although 
our reanalysis provides more nuanced insights into the 
effects of partisan bias, cognitive reflection, motivated 
reflection, and prior exposure, the purpose of our 
reanalysis goes beyond these insights in that it aims to 
illustrate the broader value of SDT for research on the 
identification of fake news.

Lazy, biased, or both?

The main goal of Pennycook and Rand’s (2019) studies 
was to investigate the role of cognitive and motivational 
factors in the identification of fake news. According to 
Pennycook and Rand, cognitive and motivational 
accounts provide different explanations as to why peo-
ple fall for fake news. Cognitive accounts suggest that 
people fall for fake news when they fail to engage in 
analytical thinking. In contrast, motivational accounts 
suggest that people fall for fake news because they are 
motivated to see the world in a particular way. Given 
the two explanations, Pennycook and Rand derived 
competing predictions about the impact of analytical 
thinking—as measured by the CRT (Frederick, 2005)—
on people’s susceptibility to fake news. For cognitive 
accounts, the authors predicted that participants with 
higher CRT scores should be less susceptible to partisan 
fake news than participants with lower CRT scores 
because participants with a greater propensity to 
engage in analytical thinking should be better at dis-
tinguishing real news from fake news. In contrast, for 
motivational accounts, the authors derived the predic-
tion that participants with higher CRT scores should be 
more susceptible to partisan fake news than partici-
pants with lower CRT scores because participants with 
a greater propensity to engage in analytical thinking 
should be better at strategically processing information 
in a manner such that the inferential outcomes are 
consistent with their cherished beliefs.

To test these competing predictions, Pennycook and 
Rand (2019) conducted two high-powered studies in 
which participants were asked to identify fake news in 
a set of news headlines. The set included both real 
news and fake news that were either pro-Republican 
or pro-Democrat. For each headline, participants were 
asked the following: “to the best of your knowledge, 
how accurate is the claim in the above headline” 
(Pennycook and Rand, 2019, p. 41). To investigate the 
role of cognitive and motivational factors, Pennycook 
and Rand asked participants to complete the CRT and 
a measure of political ideology. Across the two experi-
ments, CRT scores were negatively correlated with the 
perceived accuracy of fake news and positively corre-
lated with the ability to distinguish between real news 
and fake news. Moreover, the negative correlation 
between CRT scores and perceived accuracy of fake 
news was unrelated to the congruence of the headline 
with participants’ political ideology. Given these find-
ings, the authors concluded that “susceptibility to fake 
news is driven more by lazy thinking than it is by par-
tisan bias” (p. 39).

Our reanalysis of Pennycook and Rand’s (2019) data 
using SDT suggests that the roles of cognitive reflection 
and partisan bias in the identification of fake news are 
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more complex. Recall that when analyzed from the 
perspective of SDT, effects of cognitive reflection and 
partisan bias are not mutually exclusive because their 
respective effects pertain to different aspects (i.e., dis-
crimination sensitivity vs. response bias). Also note that 
according to our conceptual analysis in terms of SDT, 
Pennycook and Rand’s prediction for motivational 
accounts refers to effects of motivated reflection, not 
partisan bias per se. As explained above, a purely cog-
nitive effect of reflection should be evident in discrimi-
nation sensitivity scores (d′) in that greater cognitive 
reflection should be associated with a stronger ability 
to distinguish real news and fake news. In contrast, 
partisan bias should be evident in response bias scores 
(c) in that people should show a lower threshold for 
judging news articles as real when they are congruent 
with their ideological beliefs than when they are incon-
gruent with their ideological beliefs. Finally, motivated 
reflection should lead to an interactive effect of cogni-
tive reflection and ideology congruence on response 
bias scores (c) in that the tendency to accept ideology-
congruent news as real and dismiss ideology-incongruent 
news as fake should be more pronounced for people 
with stronger reflective abilities. Thus, from the per-
spective of SDT, the outcomes predicted by the cogni-
tive-reflection account, the partisan-bias account, and 
the motivated-reflection account are not mutually 
exclusive, as incorrectly implied by Pennycook and 
Rand’s question of whether analytical thinking makes 
people more or less susceptible to fake news.

To gain deeper insights into the effects of cognitive 
reflection and ideology congruence on the identifica-
tion of fake news, we reanalyzed Pennycook and Rand’s 
(2019) data using SDT by calculating (a) d′ scores 
reflecting participants’ ability to accurately distinguish 
real news from fakes and (b) c scores reflecting partici-
pants’ response bias in judging news as real or fake 
regardless of news veracity. We calculated d′ scores 
such that higher scores reflect greater accuracy in dis-
criminating real news and fake news; c scores were 
calculated such that scores greater than zero reflect a 
response bias to judge headlines as fake and scores 
smaller than zero a response bias to judge headlines as 
real regardless of their veracity. To investigate the 
robustness of the obtained effects, we conducted SDT 
analyses for each of the two studies as well as an inte-
grative data analysis (IDA) of the data from both studies 
(see Curran & Hussong, 2009). The details of our 
reanalysis are presented in Appendix A.

Consistent with Pennycook and Rand’s (2019) conclu-
sion, our reanalysis using d′ scores indicates that par-
ticipants’ ability to discriminate between real news and 
fake news increased as a function of analytical thinking, 
as reflected in a significant positive association between 

CRT scores and d′ scores (see Fig. 3). This association 
was statistically significant in Study 1, Study 2, and the 
IDA (see Table 2). Moreover, participants were better 
in discriminating between real news and fake news 
when the headlines were congruent with their political 
ideology than when they were incongruent with their 
political ideology (see Fig. 3). This difference was sta-
tistically significant in Study 1, Study 2, and the IDA 
(see Table 2). Our analysis also revealed evidence for 
an interaction between analytical thinking and ideology 
congruence such that the positive association between 
CRT scores and accuracy in discriminating real news 
and fake news was stronger for politically congruent 
headlines than for politically incongruent headlines 
(see Fig. 3). However, this interaction was statistically 
significant only in Study 1 and the IDA but not in Study 
2 (see Table 2).5 Together, these findings suggest that 
people are better at distinguishing between real news 
and fake news when the content is congruent with their 
political ideology than when it is incongruent with their 
political ideology. Moreover, the ability to accurately 
distinguish between real news and fake news increases 
as a function of analytical thinking.

A major advantage of SDT is that it provides a tool 
to disentangle discrimination sensitivity and response 
biases. This distinction is particularly important for 
understanding the role of partisan bias and motivated 
reflection in the identification of fake news because 
either of these factors should influence the identifica-
tion of fake news via responses biases, not discrimina-
tion sensitivity. Thus, the fact that our reanalysis using 
d′ scores supports the postulated role of cognitive 
reflection does not speak against the possibility that 
partisan bias and motivated reflection influence c scores 
in a manner predicted by extant accounts (i.e., disjunc-
tive fallacy; see Gawronski & Bodenhausen, 2015).

Indeed, consistent with the proposed role of partisan 
bias, our analysis using c scores revealed that partici-
pants were more likely to judge politically incongruent 
headlines as fake regardless of veracity compared with 
politically congruent headlines (see Fig. 4). This dif-
ference was statistically significant in Study 1, Study 2, 
and the IDA (see Table 2). There was also evidence 
for a positive association between CRT scores and c 
scores, indicating that participants with a stronger pro-
pensity to engage in analytical thinking were more 
likely to dismiss all headlines as fake news regardless 
of veracity compared with participants with a weaker 
propensity to engage in analytical thinking (see Fig. 4). 
However, this association was statistically significant 
only in Study 2 and the IDA but not in Study 1 (see 
Table 2). The interaction between CRT scores and 
ideology congruence was not significant in Study 1, 
Study 2, or the IDA (see Table 2). The latter finding 
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speaks against the idea that analytical thinking increases 
partisan bias, as suggested by motivated-reflection 
accounts (see Pennycook & Rand, 2019). Nevertheless, 
the significant effect of ideology congruence suggests 
that partisan bias influences the identification of fake 
news via responses biases over and above the obtained 
effect of cognitive reflection on discrimination sensi-
tivity. Although higher cognitive reflection was associ-
ated with greater accuracy in distinguishing between 
real news and fake news, it did not reduce partisan 
bias.6

Together, our reanalysis of Pennycook and Rand’s 
(2019) data using SDT offers a more nuanced picture. 
Different from their conclusion that “susceptibility to 
fake news is driven more by lazy thinking than it is by 
partisan bias” (p. 39), our analysis suggests that both 
factors can make people fall for fake news. On the one 
hand, “lazy thinking” can increase people’s susceptibil-
ity to fake news by reducing their ability to distinguish 
real news from fake news. On the other hand, partisan 
bias can increase people’s susceptibility to fake news 
by inducing a response bias to accept information that 
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is congruent with their ideological beliefs and dismiss 
information that is incongruent with their ideological 
beliefs regardless of veracity, and this bias seems to be 
unaffected by reflective thinking.

Effects of prior exposure

The main goal of Pennycook et al.’s (2018) studies was 
to investigate the impact of prior exposure on fake-
news discernment. Research on the illusory truth effect 
suggests that prior exposure increases perceptions 
of veracity by increasing the fluency of processing 
the relevant information (Lewandowsky et al., 2012; 

Schwarz et al., 2007; Unkelbach et al., 2019). This effect 
seems highly relevant for the identification of fake news 
on social media because echo chambers can increase 
the likelihood of multiple exposures to the same piece 
of misinformation (Schwarz & Jalbert, 2020; Törnberg, 
2018).

To investigate the emergence of illusory truth effects 
in the context of fake news, Pennycook et al. (2018) 
used a paradigm in which participants first indicated 
for a set of real and fake news headlines whether they 
would share the story. Afterward, participants were pre-
sented with the same fake and real news headlines from 
the prior task as well as novel fake and real news 

Table 2.  Summary Statistics From the Signal Detection Theory 
Reanalysis of Pennycook and Rand’s (2019) Data

Study, index, and term df t p ηG
2

Study 1
  d′
    Intercept 798 49.31 < .001 .667
    CRT 798 6.88 < .001 .037
    Congruency 798 −10.38 < .001 .044
    CRT × Congruency 798 −3.42 < .001 .005
  c
    Intercept 798 16.87 < .001 .200
    CRT 798 0.72 .472 < .001
    Congruency 798 16.09 < .001 .088
    CRT × Congruency 798 0.36 .722 < .001
Study 2
  d′
    Intercept 2627 83.64 < .001 .632
    CRT 2627 9.56 < .001 .022
    Congruency 2627 −5.40 < .001 .004
    CRT × Congruency 2627 −1.53 .125 < .001
  c
    Intercept 2627 35.94 < .001 .271
    CRT 2627 4.59 < .001 .006
    Congruency 2627 17.50 < .001 .028
    CRT × Congruency 2627 0.10 .924 < .001
Integrative data analysis
  d′
    Intercept 3427 97.70 < .001 .638
    CRT 3427 11.86 < .001 .026
    Congruency 3427 −9.78 < .001 .010
    CRT × Congruency 3427 −3.24 .001 .001
  c
    Intercept 3427 39.57 < .001 .252
    CRT 3427 4.26 < .001 .004
    Congruency 3427 23.22 < .001 .040
    CRT × Congruency 3427 0.51 .610 < .001

Note: The table shows effects of CRT scores and congruency of the 
headline with participants’ political ideology on discrimination sensitivity 
(d′) and response bias (c) in the identification of fake news. CRT = 
Cognitive Reflection Test (Frederick, 2005).
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headlines that were not presented before. As in Pen-
nycook and Rand (2019), participants were asked the 
following: “to the best of your knowledge, how accu-
rate is the claim in the above headline?” (Pennycook 
et al., 2018, p. 1870). In one study, the manipulation of 
prior exposure and the measurement of perceived 
veracity occurred in the same session (Study 2). A 
follow-up study additionally measured perceived verac-
ity 1 week later (Study 3). Thus, whereas in the former 
study the number of prior exposures could be zero or 
one, the number of prior exposures in the latter study 

could be zero, one, or two.7 Given prior research on 
the illusory truth effect, Pennycook et al. (2018) pre-
dicted that the likelihood for fake news headlines to 
be judged as real would increase as a result of prior 
exposure. Consistent with this hypothesis, participants 
were more likely to judge fake news headlines as real 
when participants had been exposed to the headlines 
before than when they had not been exposed to the 
headlines before.

From the perspective of SDT, a potential interpreta-
tion of Pennycook et al.’s (2018) findings is that prior 

c

0.00 0.25 0.50 0.75 1.00

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

−1.5

−1.0

−0.5

0.0

0.5

1.0

1.5

Cognitive Reflection Test Score

Study 1 
IDA

Politically Congruent
Politically Incongruent

Study 2

Fig. 4.  Signal detection theory c scores reflecting response bias in judging news head-
lines as real or fake regardless of their veracity as a function of Cognitive Reflection Test 
scores and congruence of news content with participants’ political orientation. Scores 
greater than zero reflect a response bias to judge news headlines as fake regardless of 
their veracity; scores lower than zero reflect a response bias to judge news headlines as 
real regardless of their veracity. Reanalysis of data from Pennycook and Rand (2019).



88	 Batailler et al.

exposure influenced the identification of fake news via 
response biases in that prior exposure to news head-
lines led to a tendency to judge these headlines as real 
regardless of their veracity. Yet another possibility is 
that prior exposure influenced the identification of fake 
news via discrimination sensitivity in that prior expo-
sure reduced participants’ ability to correctly distinguish 
real news from fake news. 

To gain deeper insights into how prior exposure 
influences the identification of fake news, we reana-
lyzed Pennycook et al.’s (2018) data using SDT. Toward 
this end, we calculated d′ scores in a manner such that 
higher scores reflect greater accuracy in discriminating 
real news and fake news; c scores were calculated in 
a manner such that scores greater than zero reflect a 
response bias to judge headlines as fake and scores 
smaller than zero a response bias to judge headlines as 
real regardless of their veracity. To investigate the 
robustness of the obtained effects, we again conducted 
SDT analyses for each of the two studies as well as an 
IDA of the data from both experiments (see Curran & 
Hussong, 2009). The details of our reanalysis are pre-
sented in Appendix B.

Consistent with the idea that prior exposure affected 
the identification of fake news via discrimination sen-
sitivity, our reanalysis using d′ scores indicates that 
participants’ ability to discriminate between real news 
and fake news decreased as a function of prior expo-
sure (see Fig. 5). This conclusion is supported by a 
significant negative association between prior exposure 
and d′ scores in Pennycook et al.’s (2018) Study 3 and 
the IDA (see Table 3). However, this association was 
not statistically significant in Pennycook et al.’s Study 
2 (see Table 3).

Moreover, consistent with the idea that prior expo-
sure affected the identification of fake news via 
responses biases, our reanalysis using c scores indicates 
that participants’ tendency to dismiss news headlines 
as fake regardless of their veracity decreased as a func-
tion of prior exposure (see Fig. 6). This conclusion is 
supported by a significant negative association between 
prior exposure and c scores in Pennycook et al.’s (2018) 
Study 2, Study 3, and the IDA (see Table 3).

Together, our reanalysis of Pennycook et al.’s (2018) 
data using SDT suggest that prior exposure can influ-
ence the identification of fake news in two functionally 
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distinct ways. First, prior exposure may influence the 
identification of fake news by reducing people’s ability 
to accurately discriminate between real news and fake 
news. Second, prior exposure may influence the identi-
fication of fake news by inducing a tendency to judge 
previously encountered news as real regardless of their 
actual veracity. These findings not only have important 
implications for applied research on the identification of 
fake news but also provide valuable information for 
basic research on the mechanisms underlying the illusory 
truth effect (for a review, see Unkelbach et al., 2019).

Implications and Future Directions

The reported reanalyses demonstrate the value of SDT 
in providing more nuanced insights into how partisan 
bias, cognitive reflection, and prior exposure influence 
the identification of fake news. By distinguishing 
between discrimination sensitivity and response 
biases, our reanalysis revealed that ideological beliefs 
influenced judgments via a response bias to accept 
ideology-congruent news as real and dismiss ideology-
incongruent news as fake regardless of news veracity. 
Nevertheless, cognitive reflection was found to be asso-
ciated with veracity judgments in two distinct ways by 
(a) increasing overall accuracy in discriminating 

between real news and fake news (especially for 
ideology-congruent news) and (b) increasing response 
biases to judge news as fake regardless of veracity. 
There was no evidence for an effect of motivated reflec-
tion in that partisan bias in the acceptance of ideology-
congruent news and rejection of ideology-incongruent 
news did not increase as a function of cognitive reflec-
tion. Yet cognitive reflection did not reduce partisan 
bias either despite its positive association with the abil-
ity to accurately discriminate between real news and 
fake news. Finally, prior exposure was found to have 
a dual impact in that it (a) reduced the ability to cor-
rectly distinguish between real news and fake news and 
(b) increased the likelihood that news is judged as real 
regardless of its veracity.

Although effects of partisan bias, cognitive reflection, 
motivated reflection, and prior exposure have received 
considerable attention in previous research on the iden-
tification of fake news, future research on other impor-
tant factors may similarly benefit from SDT’s capacity 
to disentangle discrimination sensitivity and response 
biases. One example is research on the effects of source-
related information, especially information about the 
source’s trustworthiness (see Kruglanski et al., 2005). At 
the most basic level, people may use the source of a 
news article as a cue to judge the credibility of the 

Table 3.  Summary Statistics From the Signal Detection Theory Reanalysis 
of Pennycook et al.’s (2018) Data

Study, index, and term df t p ηG
2 Rβ*

2

Study 2  
  d′  
    Intercept 946 47.59 < .001 .638 —
    Exposure 946 −0.24 .809 < .001 —
  c  
    Intercept 946 18.61 < .001 .216 —
    Exposure 946 −8.47 < .001 .018 —
Study 3  
  d′  
    Intercept 564 40.72 < .001 .647 —
    Exposure 564 −1.96  .050 .003 —
  c  
    Intercept 564 9.08 < .001 .085 —
    Exposure 564 −5.91 < .001 .022 —
Integrative data analysis  
  d′  
    Intercept 2667.83 56.40 < .001 — —
    Exposure 2271.25 −2.10 < .001 — .001
  c  
    Intercept 2538.05 23.40  < .001 — —
    Exposure 2239.33 −10.95  < .001 — .023

Note: The table shows effects of prior exposure on discrimination sensitivity (d′) and 
response bias (c) in the identification of fake news.



90	 Batailler et al.

article’s content in that some known sources might be 
perceived as more trustworthy than others (e.g., Wall 
Street Journal vs. National Enquirer). In addition, peo-
ple may be more skeptical about the trustworthiness of 
unknown sources compared with known reputable 
sources (see Schwarz & Jalbert, 2020). Although using 
source-related information as a cue for credibility may 
be a valuable heuristic when navigating through the 
massive amount of real and fake news on social media, 
note that higher levels of context-specific accuracy 
associated with this heuristic in a particular environ-
ment should not be confused with overall discrimina-
tion sensitivity in terms of SDT. After all, it seems likely 
that people accept information from sources they trust 
and dismiss information from sources they do not trust 
regardless of the information’s actual veracity (Pilditch 
et al., 2020). From the perspective of SDT, source cred-
ibility may influence the identification of fake news via 
responses biases, but it may not necessarily increase 
people’s ability to accurately distinguish between real 
news and fake news on the basis of information content 
(e.g., correct discrimination of real news and fake news 

on the basis of independent evidence; see Schwarz & 
Jalbert, 2020).

Potential effects of source-related information can 
be even more complex, considering that people may 
systematically differ in their perceptions of trustworthy 
and untrustworthy sources. For example, whereas 
Democrats may perceive CNN as a more trustworthy 
source of political information than FOX News, Repub-
licans may have the opposite perception. To the extent 
that source credibility influences veracity judgments via 
response biases, this possibility suggests a second layer 
of partisan bias that goes beyond the asymmetric accep-
tance of ideology-congruent fake news compared with 
ideology-incongruent fake news (Van Bavel & Pereira, 
2018). Using SDT to disentangle discrimination sensitiv-
ity and response biases may help to provide deeper 
insights into how source-related information influences 
the identification of fake news.

A related question with important implications for 
potential interventions is how people could be trained 
to improve their skills in detecting fake news. A recent 
study with close to 8,000 participants from 12 states in 
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the United States found that a substantial proportion of 
students from middle school to college showed rather 
poor performance in distinguishing real news from fake 
news on the Internet (Wineburg et al., 2016). Such find-
ings echo calls for interventions to increase students’ 
digital literacy early in high school (e.g., McGrew et al., 
2019). Yet when evaluating the effectiveness of any 
such interventions, it seems important to distinguish 
between discrimination sensitivity and responses biases. 
From the perspective of SDT, interventions that improve 
people’s ability to detect fake news may do so either 
(a) by increasing people’s ability to correctly discrimi-
nate between real news and fake news or (b) by 
increasing responses bias to dismiss news as fake 
regardless of news veracity (or both). The possibility 
of such multifaceted effects can be illustrated with the 
findings of our reanalyses, suggesting that cognitive 
reflection is associated with both (a) greater accuracy 
in distinguishing between real news and fake news and 
(b) a greater response bias to dismiss news as fake 
regardless of news veracity. Although the latter effect 
resonates with the idea that a healthy dose of skepti-
cism might buffer unwanted effects of misinformation 
(Lewandowsky et al., 2012), interventions that increase 
people’s accuracy in discriminating between real news 
and fake news would seem more desirable compared 
with interventions that merely increase people’s general 
distrust of the news media. The latter effect could be 
particularly problematic if the resulting skepticism is 
greater for ideology-incongruent information than 
ideology-congruent information, as suggested by 
research on motivated skepticism (Ditto & Lopez, 1992).

Another interesting question for future research is 
how the processes underlying partisan bias in the iden-
tification of fake news might immunize people to the 
dismissed contents of ideology-incongruent news. A 
considerable body of research suggests that misinfor-
mation continues to affect judgments and decisions 
even after being refuted (Lewandowsky et  al., 2012; 
Rapp & Braasch, 2014; Schwarz et al., 2007; for a meta-
analysis, see Chan et  al., 2017). However, this well-
established finding seems to conflict with the anecdotal 
idea that people tend to be rather immune to the con-
tents of real news they dismiss as fake. To the extent 
that the latter idea can be supported by empirical data, 
it would conflict with the vast amount of evidence for 
the relative ineffectiveness of invalidation and debunk-
ing. Yet the resulting paradox would raise the interest-
ing possibility that there is something distinct about 
the mechanisms underlying partisan bias in the iden-
tification of fake news that makes these mechanisms 
more effective in preventing effects of “invalidated” 
information. Research identifying these distinct features 
could provide valuable insights for improving the 

effectiveness of fact checking and the debunking of 
misinformation. SDT would be a valuable tool in this 
endeavor given its capacity to provide more nuanced 
insights into the determinants of discrimination sensitiv-
ity and response biases.

Another valuable aspect of adopting an SDT frame-
work in research on the identification of fake news is 
that it provides conceptual links to other areas that may 
inform broader theorizing on judgment and decision-
making. In the introduction, we mentioned research on 
recognition memory (Snodgrass & Corwin, 1988) and 
racial bias in weapon identification (Payne & Correll, 
2020). Other examples are studies that have used SDT 
to quantify discrimination sensitivity and responses 
biases in the illusory truth effect (e.g., Unkelbach, 2007) 
and eyewitness identification (e.g., Wixted et al., 2016). 
In the latter line of work, SDT has provided valuable 
insights into differences between sequential and simul-
taneous lineups. Given findings suggesting that inno-
cent “fillers” are less frequently identified as suspects 
in sequential lineups compared with simultaneous line-
ups, some researchers concluded that sequential line-
ups are diagnostically superior (Steblay et  al., 2011). 
However, SDT analyses suggest that the decrease in 
incorrect identifications is due to the impact of lineup 
type on response bias, not discrimination sensitivity 
(Wixted et  al., 2016). That is, people are not more 
accurate in sequential lineups; they are simply more 
conservative. If anything, the available evidence sug-
gests that sequential lineups reduce discrimination sen-
sitivity (Mickes & Wixted, in press). An SDT framework 
not only avoids such misinterpretations of classification 
results (see also Dube et al., 2010) but also helps to 
organize findings in a given area. For example, in a 
recent review of research on truth evaluation, Brashier 
and Marsh (2020) used SDT to organize the available 
evidence, describing the impact of knowledge on dis-
crimination sensitivity and the impact of credulity on 
response bias in judgments of truth. As research on 
fake-news detection grows (Greifeneder et  al., 2020; 
Rapp & Braasch, 2014), an SDT framework may prove 
similarly helpful in organizing the available evidence, 
providing valuable links for broader theorizing on judg-
ment and decision-making.

Some Caveats

The main goal of the current work was to illustrate the 
value of SDT in providing more nuanced insights into 
the processes underlying the identification of fake news. 
Yet to avoid potentially premature conclusions, it seems 
appropriate to mention a few caveats. First, note that 
the sample sizes of the reanalyzed data sets were quite 
large. Although large sample sizes have the advantage 
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of reducing the likelihood of both false positives (Button 
et al., 2013) and false negatives (Maxwell et al., 2015), 
they also increase statistical power for the detection of 
very small effects that may be negligible from a practical 
point of view (Wilson et al., 2020). In terms of current 
conventions regarding the interpretation of effect sizes 
(Cohen, 1988), the only effect that was close to medium-
size level was the obtained pattern of partisan bias in 
the acceptance of ideology-congruent news and the 
rejection of ideology-incongruent news (see Appendix 
A and Table 2). Some of the obtained effects qualify as 
small in terms of current conventions, including the 
association between cognitive reflection and discrimina-
tion sensitivity (see Appendix A and Table 2), the effect 
of ideology congruence on discrimination sensitivity 
(see Appendix A, Table 2), and the effect of prior expo-
sure on response bias (see Appendix B and Table 3). 
Yet other effects fall below the conventional benchmark 
for small effects, including the association between cog-
nitive reflection and response bias (see Appendix A and 
Table 2), the interactive effect of cognitive reflection 
and ideology congruence on discrimination sensitivity 
(see Appendix A and Table 2), and the effect of prior 
exposure on discrimination sensitivity (see Appendix B 
and Table 3).

Thus, although our reanalysis illustrates the relation 
between seemingly conflicting hypotheses and the 
value of SDT in providing more nuanced insights into 
the processes underlying the propagation of fake news, 
the practical importance of these findings may better 
be evaluated in terms of the obtained effect sizes. More-
over, because the number of real and fake news head-
lines was very small in both Pennycook and Rand’s 
(2019) and Pennycook et al.’s (2018) studies and 
because small stimulus sets can distort statistical results 
( Judd, Westfall, & Kenny, 2017), substantive conclusions 
from the reported findings would benefit from follow-
up studies with larger stimulus sets. Although these 
considerations give reasons to be cautious in the con-
clusions that may be drawn from the obtained results, 
they do not qualify our central point: the value of SDT 
in disentangling different aspects in the identification 
of fake news.

Another caveat concerns the dominant emphasis on 
accuracy judgments in studies on the identification of 
fake news (e.g., Pennycook et al., 2018; Pennycook & 
Rand, 2019), which may not reflect the mind-set with 
which people process news outside the lab. Indeed, 
some researchers have argued that identity-related 
motivations may override accuracy motivation in most 
real-world settings (e.g., Van Bavel & Pereira, 2018), 
raising important questions about whether the effects 
obtained for accuracy judgments generalize to other 
important decisions, such as decisions to share news 

on social media. In line with this concern, people seem 
to be willing to share repeatedly encountered misinfor-
mation even when they are aware that the information 
is factually incorrect (Effron & Raj, 2020). Although our 
reanalyses focused primarily on judgments of veracity, 
SDT can also be applied to analyze sharing decisions, 
where d′ reflects the tendency to share real news and 
not share fake news and c reflects the tendency to share 
(vs. not share) news regardless of veracity. Given the 
concern that veracity judgments may not reflect effects 
of identity-related motivations that guide sharing deci-
sions in real-world contexts, future research using SDT 
to study effects of partisan bias, cognitive reflection, 
and prior exposure on sharing decisions would be help-
ful to evaluate the generality of the obtained results.

From a technical view, it also seems appropriate to 
acknowledge alternatives to SDT that would accomplish 
the goal of disentangling sensitivity and bias in the 
identification of fake news (e.g., high-threshold model, 
process dissociation procedure). Each of these alterna-
tives is based on different assumptions about the mech-
anisms underlying detection (e.g., high-threshold model 
would assume a headline is either detected as a fake 
news or not, with no nuance in between; see Blackwell, 
1953), the characteristics of perceived accuracy distribu-
tions for the two kinds of stimuli (e.g., Gaussian distri-
butions of equal vs. unequal variance in SDT; see Green 
& Swets, 1966; Wixted, 2020), and the relation between 
the two aspects (e.g., bias being conditional on the 
absence of sensitivity in process dissociation; see 
Jacoby, 1991). Although we deem SDT superior to 
extant alternatives for research on the identification of 
fake news, we cannot rule out that alternative models 
may be more appropriate for this endeavor. Yet regard-
less of the preferred approach, we deem it essential to 
make the background assumptions of the used model 
explicit. This concern applies even to seemingly “atheo-
retical” approaches, such as using the raw percentage 
of news identified as fake, which is based on concep-
tual background assumptions of high-threshold models 
(e.g., headlines are identified as either real or fake, with 
no nuance in between; see Wixted, 2020). Future 
research could resolve these ambiguities by including 
measures of confidence, which allows direct tests of 
different background assumptions by means of receiver 
operating characteristic (ROC) analyses.

Conclusion

The main goal of the current article was to illustrate 
the value of SDT in providing more nuanced insights 
into the determinants of fake-news beliefs. The most 
significant feature of SDT is its capacity to disentangle 
two conceptually distinct aspects in the identification 
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of fake news: (a) ability to correctly distinguish between 
real news and fake news and (b) response biases to 
judge news as real or fake regardless of news veracity. 
Although SDT was developed more than 50 years ago 
and has been applied to a wide range of topics in psy-
chology, extant research on the identification of fake 
news has not yet used the beneficial features of SDT. 
We hope that the insights offered by our reanalyses of 
existing data will inspire researchers in this area to 
adopt SDT in their own work, providing a better under-
standing of why people fall for fake news.

Appendix A: SDT Analysis of Data 
From Pennycook and Rand (2019)

Our SDT analysis of data from Pennycook and Rand 
(2019) is based on the publicly available materials pro-
vided by the authors at https://osf.io/tuw89/. All materi-
als for the current analysis (i.e., data wrangling, data 
analysis, reporting R scripts) are publicly available at 
https://osf.io/uc9me/.8 We used (among others), the 
following packages for the R software environment 
(Version 4.0.0; R Core Team, 2020): afex (Version 0.28-0; 
Singmann et  al., 2020), glue (Version 1.3.1; Hester, 
2019), hrbrthemes (Version 0.6.0; Rudis, 2019), and 
tidyverse (Version 1.3.0; Wickham et al., 2019).

Data preparation

We computed two d′ and two c indices for each par-
ticipant, one for politically congruent headlines and 
one for politically incongruent headlines.9 To compute 
these indices, we used the d′ = z(H) − z(FA) and c = 
–½ [(z(H) + z(FA)] formulas; z(X) is the quantile func-
tion for z distribution such that a proportion of .5 is 
converted to a z score of 0 (Stanislav & Todorov, 1999). 
H refers to the proportion of real news articles that 
were judged as real (i.e., hit rate), and FA refers to the 
proportion of fake news articles that were judged as 
real (i.e., false alarm rate). Because of the low number 
of trials per condition, we used Hautus’s (1995) correc-
tions for d′ and c. We calculated d′ scores such that 
higher scores reflect greater accuracy in discriminating 
real news and fake news; c scores were calculated such 
that scores greater than zero reflect a response bias to 
judge headlines as fake and scores smaller than zero a 
response bias to judge headlines as real regardless of 
their veracity.

Analyses

We adopted a model comparison approach to predict 
d′ and c, respectively (see Judd, McClelland, & Ryan, 

2017). For each study, we predicted the two SDT scores 
by the ideological congruency of the headline as a 
within-subjects factor and CRT scores as a between-
subjects factor.10 Political congruency was contrast-coded 
such that ideology-congruent headline corresponded to 
−1 and ideology-incongruent headline corresponded to 
1. To investigate the robustness of the obtained effects, 
we ran this analysis separately for Study 1 and Study 
2, followed by an IDA of the data from both studies 
(see Curran & Hussong, 2009). A summary of the results 
can be found in Table 2.

Study 1

The analysis for discrimination sensitivity revealed that 
average d′ scores were significantly greater than zero, 
indicating that participants’ ability to correctly distin-
guish between real news and fake news was above 
chance overall, t(798) = 49.31, p = .001, ηG

2  = .667. A 
significant positive association with CRT scores indi-
cated that participants with high CRT scores were better 
at discriminating real news and fake news than partici-
pants with low CRT scores, t(798) = 6.88, p < .001, ηG

2  = 
.037. There was also a significant main effect of ideo-
logical congruency, indicating that participants were 
better at discriminating real news and fake news for 
ideology-congruent headlines than ideology-incongruent 
headlines, t(798) = −10.38, p < .001, ηG

2  = .044. These 
effects were qualified by a significant interaction 
between CRT and political congruency, indicating that 
the association between CRT and discrimination sensi-
tivity was stronger for politically congruent headlines 
than politically incongruent headlines, t(798) = −3.42, 
p = .001, ηG

2  = .005.
The analysis for response bias revealed that average 

c scores were significantly greater than zero, indicating 
that participants had an overall tendency to judge the 
news headlines as fake regardless of their veracity, 
t(798) = 16.87, p < .001, ηG

2  = .200. There was no sig-
nificant association with CRT scores, t(798) = 0.72, p = 
.472, ηG

2  < .001, but the main effect of political congru-
ency was statistically significant, t(798) = 16.09, p < .001, 
ηG

2  = .088. The latter effect indicates that participants 
were more likely to judge a headline as fake when it 
was incongruent with their political ideology than when 
it was congruent with their political ideology. The inter-
action between CRT and political congruency was not 
significant, t(798) = 0.36, p = .722, ηG

2  < .001.

Study 2

The analysis for discrimination sensitivity revealed 
that average d′ scores were significantly greater than 
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zero, indicating that participants’ ability to correctly 
distinguish between real news and fake news was 
above chance overall, t(2627) = 83.64, p < .001, ηG

2  = 
.632. There was a significant positive association with 
CRT scores, indicating that participants with high CRT 
scores were better at discriminating real news and fake 
news than participants with low CRT scores, t(2627) = 
9.56, p < .001, ηG

2  = .022. This effect replicates the find-
ings of Study 1. A significant main effect of ideological 
congruency indicated that participants were better at 
discriminating real news and fake news for ideology-
congruent headlines than ideology-incongruent head-
lines, t(2627) = −5.40, p < .001, ηG

2  = .004, replicatiing 
the findings of Study 1. The interaction between CRT 
and political congruency was not significant, t(2627) = 
−1.53, p = .125, ηG

2  < .001.
The analysis for response bias revealed that average 

c scores were significantly greater than zero, indicating 
that participants had a tendency to judge the news 
headlines as fake regardless of their veracity, t(2627) = 
35.94, p < .001, ηG

2  = .271. A significant main effect of 
political congruency indicated that participants were 
more likely to judge a headline as fake when it was 
incongruent than when it was congruent with their 
political ideology, t(2627) = 17.50, p < .001, ηG

2  = .028, 
replicating the findings of Study 1. However, unlike 
Study 1, there was also a significant association with 
CRT scores, t(2627) = 4.59, p < .001, ηG

2  = .006, indicat-
ing that participants with high CRT scores had a stron-
ger tendency to judge the news headlines as fake 
regardless of their veracity compared with participants 
with low CRT scores. The interaction between CRT and 
ideological congruency was not significant, t(2627) = 
0.10, p = .924, ηG

2  < .001.

IDA

The IDA of the combined data from the two studies 
revealed that average d′ scores were significantly 
greater than zero, indicating that participants’ ability to 
correctly distinguish between real news and fake news 
was above chance overall, t(3427) = 97.70, p < .001, 
ηG

2  = .638. A significant association with CRT scores 
indicated that participants with high CRT scores were 
better at discriminating real news and fake news than 
participants with low CRT scores, t(3427) = 11.86, p < 
.001, ηG

2  = .026. Moreover, participants were signifi-
cantly better at discriminating real news and fake news 
when the headline was congruent with their political 
ideology than when it was incongruent with their politi-
cal ideology, t(3427) = −9.78, p < .001, ηG

2  = .010. These 
effects were qualified by a significant interaction 
between CRT and ideological congruency, indicating 

that the association between CRT and discrimination 
sensitivity was stronger for ideologically congruent 
headlines than ideologically incongruent headlines, 
t(3427) = −3.24, p = .001, ηG

2  = .001.
Regarding c scores, the IDA revealed that participants 

had an overall tendency to judge the news headlines 
as fake regardless of their veracity, t(3427) = 39.57, p < 
.001, ηG

2  = .252. As in Study 2, there was a significant 
association with CRT, indicating that participants with 
high CRT scores had a stronger tendency to judge the 
headlines as fake regardless of their veracity compared 
with participants with low CRT scores, t(3427) = 4.26, 
p < .001, ηG

2  = .004. A significant main effect of ideo-
logical congruency further indicated that participants 
were more likely to judge a headline as fake when it 
was incongruent with their political ideology than when 
it was congruent with their political ideology, t(3427) = 
23.22, p < .001, ηG

2  = .040. The interaction between CRT 
and ideological congruency was not significant, 
t(3427) = 0.51, p = .610, ηG

2  < .001.

Appendix B: SDT Analysis of Data 
From Pennycook et al. (2018)

Our SDT analysis of data from Pennycook et al. (2018) 
is based on the publicly available materials provided 
by the authors at https://osf.io/txf46/. All materials for 
the current analysis (i.e., data wrangling, data analysis, 
reporting R scripts) are publicly available at https://
osf.io/uc9me/.11 We used (among others), the follow-
ing R packages: afex (Singmann et  al., 2020), glue 
(Hester, 2019), googlesheets4 (Version 0.1.0; Bryan, 
2019), hrbrthemes (Rudis, 2019), lme4 (Version 1.1-10; 
Bates et al., 2015), and the tidyverse (Wickham et al., 
2019). The data preparation followed the procedures 
described in Appendix A.

Analyses

We again adopted a model comparison approach to 
predict d′ and c, respectively. For each study, we pre-
dicted d′ and c by the number of exposures.12 To inves-
tigate the robustness of the obtained effects, we ran 
this analysis separately for Study 2 and Study 3, fol-
lowed by an IDA of the data from both studies (see 
Curran & Hussong, 2009). Because number of expo-
sures included three levels in Study 3, we analyzed 
effects of prior exposures following recommendations 
by Judd et al. (2001). To account for the discrepant 
number of exposures in Studies 2 and 3, we adopted a 
mixed-model approach in the IDA (see Judd, McClelland, 
& Ryan, 2017), with the two SDT indices as dependent 
variables, number of exposures as continuous predictor, 
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and participants as random factor. Rβ*
2  is reported as 

effect size (see Jaeger et al., 2017). A summary of the 
results can be found in Table 3.

Study 2

The analysis for discrimination sensitivity revealed that 
average d′ scores were significantly greater than zero, 
indicating that participants’ ability to correctly distin-
guish between real news and fake news was above 
chance overall, t(946) = 47.59, p < .001, ηG

2  = .638. 
Number of prior exposures had no significant effect on 
participants’ ability to discriminate between real news 
and fake news, t(946) = −0.24, p = .809, ηG

2 < .001.
The analysis for response bias revealed that average 

c scores were significantly greater than zero, indicating 
that participants had a tendency to judge the news head-
lines as fake regardless of their veracity, t(946) = 18.61, 
p < .001, ηG

2  = .216. The effect of prior exposure was 
statistically significant, indicating that the tendency to 
judge the news headlines as fake regardless of their 
veracity was weaker for headlines that had been pre-
sented before compared with headlines that had not been 
presented before, t(946) = −8.47, p < .001, ηG

2  = .018.

Study 3

The analysis for discrimination sensitivity revealed that 
average d′ scores were significantly greater than zero, 
indicating that participants’ ability to correctly distin-
guish between real news and fake news was above 
chance overall, t(564) = 40.72, p < .001, ηG

2  = .647. A 
significant effect of number of prior exposures indicated 
that discrimination sensitivity decreased as a function 
of prior exposures, t(564) = −1.96, p = .050, ηG

2  = .085.
The analysis for c scores revealed that participants had 

a tendency to judge the news headlines as fake regardless 
of their veracity, t(564) = 9.08, p < .001, ηG

2  = .085. A 
significant effect of number of prior exposures indicated 
that the tendency to judge the news headlines as fake 
regardless of their veracity decreased as a function of 
prior exposures, t(564) = −5.91, p = .003, ηG

2  = .022.

IDA

The analysis for discrimination sensitivity revealed that 
average d′ scores were significantly greater than zero, 
indicating that participants’ ability to correctly distin-
guish between real news and fake news was above 
chance level, t(2667.83) = 56.40, p < .001. As in Study 
3, prior exposure had a significant effect on partici-
pants’ ability to accurately discriminate between real 
news and fake news in that discrimination sensitivity 

decreased as a function of the number of prior expo-
sures, t(2271.25) = −2.10, p < .001, Rβ*

2  = .001.
For the bias parameter c, the analysis revealed that 

participants had a general tendency to judge the news 
headlines as fake regardless of their veracity, t(2538.05) = 
23.40, p < .001. Moreover, as in Studies 2 and 3, the 
effect of prior exposure was statistically significant, 
indicating that the tendency to judge the news head-
lines as fake regardless of their veracity decreased as a 
function of the number of prior exposures, t(239.33) = 
−10.95, p < .001, Rβ*

2  = .023.
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Notes

1. In its most popular variant, SDT assumes that the distribu-
tions for targets and lures have the same variance (see Fig. 1). 
Unequal variance can be accounted for in a variant of SDT that 
uses different indices to quantify discrimination sensitivity and 
response bias (Green & Swets, 1966).
2. Although research on fake-news detection has focused pri-
marily on categorical differences between real news and fake 
news, note that misinformation spread by news outlets can 
also come in variants that do not qualify as fake news (e.g., 
hyperpartisan news with misleading but not entirely incorrect 
content).
3. For such cases, MacMillan and Creelman (2004) suggested 
to “convert proportions of 0 and 1 to 1/(2N) and 1 − 1/(2N), 
respectively, where N is the number of trials on which the pro-
portion is based” (p. 8). An alternative strategy is to “add 0.5 to 
all data cells regardless of whether zeroes are present” (p. 8).
4. From a cognitive perspective, prior exposure may influence 
response biases in two different ways. First, prior exposure may 

https://orcid.org/0000-0003-0553-6827
https://orcid.org/0000-0001-7938-3339


96	 Batailler et al.

lower participants’ decision threshold in that they become more 
liberal in judging news headlines as real. Second, prior expo-
sure may increase the perceived veracity of headlines with the 
decision threshold being unaffected.
5. A potential interpretation of the obtained interaction between 
cognitive reflection and ideology congruence is that (a) ana-
lytical thinking supports accurate fake-news discernment 
via enhanced engagement with political information and (b) 
effects of political engagement tend to be more pronounced 
for ideology-congruent information than ideology-incongruent 
information because of selective exposure to ideology-congruent 
information in echo chambers. However, because the interac-
tion between CRT and ideology congruence was very small 
overall and not statistically significant in Study 2, we refrain 
from drawing strong conclusions from this effect.
6. An interesting secondary finding is that partisan bias in judg-
ments of ideology-congruent new headlines and ideology-
incongruent news headlines was more pronounced among 
self-identified Republicans than self-identified Democrats. This 
difference was statistically significant in Study 1, t(796) = 4.70, 
p < .001, ηG

2
 = .008; Study 2, t(2625) = 7.19, p < .001, ηG

2
 = .005; 

and the IDA, t(3425) = 8.20, p < .001, ηG
2

 = .005.
7. The two studies also included a manipulation of explicit 
warnings about lack of veracity. Because this manipulation was 
not part of the main scope of Pennycook et al.’s (2018) original 
article, we did not include it in our reanalysis using SDT.
8. R files starting with a 0 are the ones used for the current 
reanalysis (i.e., 000_data-wrangling.R, 001_SDT.R). Original 
data, as downloaded from https://osf.io/tuw89/, can be found 
in the data-original folder. Data sets used for the analysis can 
be found in the data-raw folder. Postwrangling data sets can be 
found in the data-tidy folder.
9. Technically, the four response options on the measure of per-
ceived veracity would have provided two pairs of indices with 
different levels of confidence. Such data would provide a basis 
for receiver operating characteristic (ROC) analyses, which can 
be informative regarding the model underlying signal detection 
(e.g., equal variance vs. unequal variance; see Wixted, 2020). 
However, because of the small number of observations for each 
participant, it was not possible to compute indices at different 
levels of confidence. We therefore dichotomized judgments of 
perceived accuracy.
10. With a model comparison approach, as in a mixed-effect 
analysis of variance, two linear regressions are used to estimate 
the effect of CRT and partisanship. For example, the following 
models are used for the d′ analysis:

d d
b bi i′ ′politically congruent politically incongruent+

= +
2 10 11CCRT ei i+

d d b b Ci i′ ′politically congruent politically incongruent− = +20 21 RRT ei i+

b10 estimates the intercept of d′, b11 the effect of CRT on d′, b20  
the effect of the headlines’ partisanship on d′, and b21  the inter-
action effect of CRT and headlines’ partisanship on d′.
11. R files starting with a 1 are the ones used for the reported 
reanalysis (i.e., 100_data-wrangling.R, 101_SDT.R). Original 
data, as downloaded from https://osf.io/txf46/, can be found 

in the data-original folder. Data sets used for the analysis can 
be found in the data-raw folder. Postwrangling data sets can be 
found in the data-tidy folder.
12. Because of the small number of observations, it was not 
possible to compute indices at different levels of confidence 
(see Note 9). We therefore dichotomized judgments of per-
ceived accuracy.
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