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Abstract

Although the name-letter task (NLT) has become an increasingly popular technique to

measure implicit self-esteem (ISE), researchers have relied on different algorithms to

compute NLT scores and the psychometric properties of these differently computed scores

have never been thoroughly investigated. Based on 18 independent samples, including

2690 participants, the current research examined the optimality of five scoring algorithms

based on the following criteria: reliability; variability in reliability estimates across

samples; types of systematic error variance controlled for; systematic production of

outliers and shape of the distribution of scores. Overall, an ipsatized version of the

original algorithm exhibited the most optimal psychometric properties, which is recom-

mended for future research using the NLT. Copyright # 2009 John Wiley & Sons, Ltd.

Key words: name-letter task; initial preference task; implicit self-esteem; reliability;

validity

INTRODUCTION

It has been over 20 years since Nuttin (1985, 1987) discovered the name-letter effect, the

phenomenon whereby individuals prefer the letters of their name over non-name letters.

Nuttin’s original research was primarily concerned with determining the ubiquity of the

name-letter effect in various European languages and understanding the mechanism

underlying the effect, namely the affective consequences of ‘owning’ certain letters of the

alphabet. A decade later, Greenwald and Banaji’s (1995) treaty on implicit social

cognition, which proclaimed implicit self-esteem (ISE) as an effect of the self-attitude on

objects associated with the self, set the grounds for studies using the name-letter task (NLT)

as a measure of ISE (Kitayama & Karasawa, 1997).

Since then, researchers have increasingly relied on the NLT to measure ISE, as evidence

has accumulated showing the usefulness of the construct in understanding many facets of
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human psychology. For example, using the NLT to measure ISE has helped shed light on

depression (De Raedt, Schacht, Franck, & De Houwer, 2006; Franck, De Raedt, & De

Houwer, 2007), physical health (Shimizu & Pelham, 2004), social acceptance (Baccus,

Baldwin, & Packer, 2004), unrealistic optimism (Bosson, Brown, Zeigler-Hill, & Swann,

2003), feedback sensitivity (Dijksterhuis, 2004), self-regulation (Jones, Pelham, &

Mirenberg, 2002) and defensiveness (Schröder-Abé, Rudolph, Wiesner, & Schütz, 2007).

Despite the successful use of the NLT in these studies, however, there are at least two

problems that are serious enough to challenge the informational value of the reported

findings. First, researchers have used different scoring algorithms to compute name-letter

scores, a suboptimal situation that undermines the comparability of results across studies,

and thereby the development of a cumulative knowledge base. A second issue, which is

directly related to the first one, is that it is not known which algorithm is the most optimal

one, because researchers rarely report reliability estimates for published findings using

differently computed NLT scores and a systematic investigation comparing the

psychometric properties of the different algorithms has never been conducted.

To address these issues, the main goal of the current study was to scrutinize the

psychometric properties of five NLT scoring algorithms that have been used in the

literature to determine the most optimal scoring strategy. The optimality of the scoring

algorithms was evaluated in terms of three primary and two ancillary criteria, with greater

weight given to the primary criteria. The primary criteria in assessing the NLT scoring

algorithms were (a) reliability, (b) variability in reliability estimates across samples and (c)

types of systematic error variance controlled for. The ancillary criteria were (d) systematic

production of outliers and (e) shape of the distribution of scores. The distinction between

these criteria was made to highlight the fact that the primary criteria (i.e. reliability,

consistency, error) have a somewhat more solid basis compared to the ‘softer’ ancillary

criteria (i.e. outliers, distribution). As secondary goals, we also aimed to obtain an overall

estimate of the typical reliability of NLT scores and to examine correlations between the

differently computed NLT scores and a common measure of explicit self-esteem

(Rosenberg, 1965). Based on these analyses, we provide recommendations regarding the

most optimal scoring algorithm for the NLT and draw preliminary conclusions about the

typical reliability of NLT scores.
CURRENT ISSUES WITH THE NLT

As mentioned above, there are currently two major issues with the use of the NLT as a

measure of ISE. First, researchers have used different scoring algorithms to compute name-

letter scores in published papers. This situation is suboptimal for several reasons. First,

using different algorithms undermines the comparability of research findings across

studies. Hence, it remains unclear whether a finding reported in one study using a particular

scoring algorithm is comparable to another finding using a different scoring algorithm, or if

a published finding holds only for the particular algorithm used in the study (Bosson,

Lakey, Campbell, Zeigler-Hill, Jordan, & Kernis, 2008). Second, inconsistent use of

algorithms across studies can undermine the development of a cumulative knowledge base

involving the construct of ISE as measured with the NLT. Specifically, it is possible that

different algorithms yield different patterns of results, which affects accurate theorizing

about the constructs involved (e.g. Gawronski & Bodenhausen, 2006). Third, the use of

different algorithms ignores the fact that certain algorithms may be suboptimal due to
Copyright # 2009 John Wiley & Sons, Ltd. Eur. J. Pers. 23: 85–106 (2009)
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questionable psychometric properties. For example, some algorithms do not control for

particular kinds of systematic error variance (e.g. individual differences in baseline res-

ponse tendencies), whereas other algorithms may systematically produce outliers, which

have the potential to distort the research findings obtained with these algorithms. Needless

to say, these issues create a suboptimal situation for accurate theorizing about ISE.

A second major issue with the use of the NLT, which is directly related to the first one, is

that it is currently unknown which of the five algorithms is the most optimal. This is the

case because reliability estimates of findings using the NLT are rarely reported (e.g. Baccus

et al., 2004; De Raedt et al., 2006; Dijksterhuis, 2004; Franck et al., 2007; Jones et al.,

2002; Pelham, Koole, Hardin, Hetts, Seah, & DeHart, 2005; Riketta, 2005; Shimizu &

Pelham, 2004; Verplanken, Friborg, Wang, Trafimow, & Woolf, 2007). Moreover, even if

reliability estimates would be consistently reported, it can be argued that the decision of

which algorithm is the most optimal should be based on more than just estimates of

reliability (e.g. systematic error variance; shape of distribution; outliers). A systematic

investigation of the psychometric properties of the different algorithms would certainly be

helpful in this regard. The current contribution aims at filling this gap.
THE SCORING ALGORITHMS

Our review of the literature revealed five different algorithms, which we examined in the

current investigation. In line with findings showing that name-letter effects tend to be

stronger for initials compared to other letters of a person’s name (e.g. Greenwald & Banaji,

1995), all algorithms entail computing the mean scores of preferences for the first and

second initials. However, the five algorithms differ in terms of algebraic procedures that are

completed before the two preference scores are combined into a single index of ISE.
1. B
Cop
aseline-corrected algorithm (B-algorithm): The most widely used algorithm, as

popularized by Kitayama and Karasawa (1997), involves first calculating normative

letter baselines by averaging the letter ratings for individuals whose initials do not

include the letter. Then, the respective letter baselines are subtracted from the first and

last name initial ratings. Algebraically, initialsown� initialsbaseline. This algebraic

procedure systematically controls for baseline differences in the attractiveness of

different letters, which may result from differential exposure (Bornstein, 1989) or

visual features of a given letter (Duckworth, Bargh, Garcia, & Chaiken, 2002).
2. S
elf-corrected algorithm (S-algorithm): This algorithm involves the computation of a

difference score between a participant’s initial ratings and his or her mean ratings of the

remaining letters of the alphabet (e.g. Schröder-Abé et al., 2007). Algebraically,

initialsown�meannon-initials. This algebraic procedure systematically controls for indi-

vidual differences in baseline response tendencies in letter ratings, which may be rooted

in various factors, including acquiescence (Jackson & Messick, 1958), individual

differences in positive or negative affect (Watson, 1988) or transient mood states

(Schwarz, 1990).
3. D
ouble-correction algorithm (D-algorithm): This strategy resembles a combination

of the first two algorithms by controlling for both baseline differences in the attrac-

tiveness of different letters as well as individual differences in baseline response

tendencies (e.g. Gawronski, Bodenhausen, & Becker, 2007). In a first step, first and

last name initials are baseline corrected as in the B-algorithm. These scores are then
yright # 2009 John Wiley & Sons, Ltd. Eur. J. Pers. 23: 85–106 (2009)
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divided by each participant’s mean rating of all letters of the alphabet. Algebraically,

(initialsown� initialsbaseline)/meanallLetters. This procedure controls for both baseline

letter attractiveness and baseline response tendencies.
4. I
psatized double-correction algorithm (I-algorithm): This algorithm involves ipsatizing

letter ratings to achieve a double-correction (e.g. Baccus et al., 2004). First, the mean

rating of all non-initial letters is subtracted from each letter rating (analogous to the S-

algorithm). Then, similar to how baselines are calculated in the B-algorithm, normative

letter baselines are computed by averaging the ipsatized letter ratings for individuals

whose initials do not include the letter. Finally, a difference score is computed between

the ipsatized initial ratings and the respective ipsatized baselines. Algebraically,

(initialsown�meannon-initials)� initialsipsatizedBaseline. As with the D-algorithm, this

algorithm controls for both baseline levels of attractiveness of the different letters

as well as individual differences in baseline response tendencies.
5. Z
-transformed double-correction algorithm (Z-algorithm): This algorithm involves first

z-transforming each participant’s letter ratings (each rating becomes a normal deviate

from that person’s mean level) and then calculating normative baselines on these z-

transformed scores (as in the B-algorithm). Then, z-transformed letter baselines are

subtracted from first and last name initial ratings (e.g. De Raedt et al., 2006).

Algebraically, Zinitialsown�Zinitialsbaseline. As with the D- and the I-algorithm, this

algorithm systematically controls for both baseline differences in the attractiveness of

different letters as well as individual differences in baseline response tendencies.

As should be apparent from their description, the five algorithms are similar in logic but

differ with respect to which source of systematic error variance is controlled. For example,

the B-algorithm controls for the baseline attractiveness of each letter, but does not control

for individual differences in response tendencies of liking all letters more or less. In

contrast, the S-algorithm controls for individual response tendencies, but does not control

for the differences in the baseline attractiveness of each letter. The D-, I- and Z-algorithms

control for both of these influences, although they achieve these corrections via slightly

different calculus.
EVALUATION CRITERIA

Although all of these algorithms seem defensible on logical grounds, which of them is the

most optimal algorithm in terms of its psychometric properties is an empirical question that

needs to be investigated as such. The current investigation aimed to find the most optimal

algorithm using five criteria, involving three primary and two ancillary criteria. Primary

criteria included (a) reliability, (b) variability in reliability estimates across samples and

(c) types of systematic error variance controlled for. Ancillary criteria involved (d) production

of outliers and (e) shape of the distribution of scores.

These psychometric criteria were selected based on the reasoning that these

characteristics reflect desirable or undesirable features from a psychometric or statistical

perspective. First, given the importance of reliability for accurate measurement and

replicability of findings (Nunnally, 1982), it is straightforward that algorithms yielding

higher reliability estimates are more desirable (reliability criterion). Even though the

reliability of implicit measures is often taken for granted in experimental research, one of

the most important questions for individual difference research concerns the internal
yright # 2009 John Wiley & Sons, Ltd. Eur. J. Pers. 23: 85–106 (2009)
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consistency of these measures (Gawronski, 2009). Given that a major portion of research

on ISE employs an individual difference design, reliability seems essential when it comes

to evaluating the optimality of the five NLT algorithms. Second, algorithms that show more

variability in reliability estimates across samples are less desirable than algorithms that

yield more stable cross-sample reliability estimates (consistency criterion). This criterion

is based on the quest for replicability, which requires comparable reliabilities of NLT

scores to begin with. Third, it is clear that algorithms yielding NLT scores that tap distinctly

into ISE are more desirable than algorithms in which variance due to ISE is confounded

with other factors, for instance baseline levels of letter attractiveness and/or rating

tendencies to prefer all letters more or less (error criterion). The latter confounding can be

particularly troublesome, as individual differences in positive or negative affect (Watson,

1988) or transient mood states (Schwarz, 1990) may systematically influence baseline

response tendencies in letter ratings, thereby undermining unambiguous interpretations of

research findings in terms of ISE. Fourth, algorithms that, due to their underlying

calculations, are more likely to produce extreme values are clearly less desirable than

algorithms that are less likely to produce outliers (outlier criterion). Needless to say,

outliers (retained or excluded) have the potential to systematically distort the findings

revealed by a given measure, which can undermine accurate theorizing about ISE. Finally,

from a statistical perspective, scores that are approximately normally distributed are more

desirable than distributions of scores that are skewed or plagued with kurtosis (distribution

criterion). This is the case because many statistical procedures (e.g. multiple regression)

presuppose normal distributions of measurement scores, which if not met, can distort

statistical estimates produced by these procedures (e.g. Vasu & Elmore, 1975).
METHOD

Participants and samples

Eighteen independent samples, with a total of 2690 distinct participants were examined in

the current investigation. Table 1 presents demographic information for the samples.1

Studies were conducted either with college students or internet samples. Overall, the

average age of the total sample was slightly higher (M¼ 22.8) than the typical college

sample because of the higher average age in the internet samples (Minternet ¼ 30.3). All

participants were included in all analyses except if (a) they had missing letter ratings or

missing initial information (average of 6.1% per sample) or (b) they had the same rating for

all letters of the alphabet (average of 4.4% per sample).2 The vast majority of individuals

participated for either course credit (college samples) or without compensation (internet

samples). In all samples except the internet samples, participants were required to make a

series of intuitive liking judgments of each letter of the alphabet, which were presented in a

fixed random order. For the three internet samples, all letters of the alphabet were presented

at once and in alphabetical order. All studies were computer based.
1As indicated in Table 1, samples 1, 2, 16 and 17 included experimental manipulations before NLT measurement.
We found it justified to nonetheless include these samples on the grounds that no significant differences emerged
across experimental conditions for NLT scores in each of these samples. Samples 14 and 15 were drawn from
Tracy, Cheng, Robins, and Trzesniewski (in press).
2Having identical ratings for all letters of the alphabet was interpreted as non-compliance. In addition, identical
ratings for all letters undermine a proper calculation of the Z-algorithm, as one cannot divide by an SD of 0.
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Procedure

The main procedure involved (a) computing name-letter scores using the five different

scoring algorithms for each sample individually,3 (b) computing, for each sample, internal

consistency estimates using the five algorithms, overall effect sizes, first versus second

name initial preferences effect sizes, and correlations to the Rosenberg (1965) self-esteem

scale (RSES) and (c) computing sample-weighted averages of the relevant parameter

estimates.

In service of the investigation’s main goal, we computed sample-weighted averages of

the reliability estimates of the NLT scores using the different algorithms, giving larger

weights to larger samples. We also examined sample-weighted effect sizes using Cohen’s

(1988) d for the overall name-letter scores, and separately for first versus last name initial

preference scores, again using the five different scoring algorithms. To further validate

these sample-weighted parameter estimates, we also computed all relevant statistics on the

combined sample (N¼ 2690) composed of all 18 samples (applying the same outlier

exclusion criterion). Finally, we performed various analyses to gauge whether type of

sample, variant of the NLT task (liking vs. aesthetic letter judgments), scale format, and

participant sex influenced the reliability estimates of the NLT scores.
RESULTS

Preliminary analyses

Preliminary analyses of the NLT scores using the five algorithms revealed the existence of

outliers that significantly distorted reliability estimates. For example, in sample 9, a

Cronbach’s a for the D-algorithm of a¼ .70 decreased to a¼ .48 after the exclusion of a

participant with first and last initial preference scores of 7 SD below the mean. After careful

scrutiny of the scatterplots and histograms of first and second initial preference scores, it

was determined that a cutoff value of 4 SD was the most inclusive cutoff value that

successfully excluded reliability-distorting extreme values. This procedure led to the

exclusion of a total of 11 cases for analyses using individual samples and a total of 13 cases

for analyses using the combined sample.
Primary criteria

Reliability criterion

Table 2 presents Cronbach’s a and split-half correlation reliability estimates for the five

scoring algorithms.4 As can be seen, the S- and I-algorithm had the highest reliability

(average Cronbach’s a of aavg¼ .48 and aavg ¼ .47, respectively), followed by the B-
3To ensure comparability across samples in terms of overall means and standard deviations, all letter
ratings were converted to a 1–5 scale using the following linear transformation: convertedScore ¼
½½ ðoriginalScore�1Þ
ðhighestAnchorOriginal�1Þ� � 4� þ 1 (except for analyses probing effects of scale where raw data were used).

4Because negative Cronbach’s a values are not interpretable (due to the fact that the Spearman–Brown prophecy
formula was not designed to handle negative average inter-item correlations), the negative values were replaced
with zeroes and included in the calculation of the sample-weighted average reliability estimates. This course of
action was taken because simply ignoring the uninterpretable negative values would over-inflate the reliability
estimates for the algorithms with negative values. Note, however, that the interpretable negative split-half
correlations were included.
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algorithm (aavg¼ .43), the D-algorithm (aavg¼ .38) and the Z-algorithm (aavg¼ .33). To

examine whether the reliability estimates were significantly different from each other, we

executed tests on the split-half correlations among the five algorithms from the combined

sample (see Table 2). For this purpose, we used a quadratic form asymptotic x2 test

(Steiger, 1980a, 1980b), involving a correlational pattern hypothesis whereby correlations

between first and second initial preference scores for each algorithm were set equal. This

analysis revealed that the split-half correlations among the five algorithms were

significantly different from each other, x2(5)¼ 1029.4, p< .001. Post-hoc analyses

revealed that the split-half correlation for the I-algorithm (rI¼ .33) was significantly larger

than the B-algorithm (rB¼ .27), x2(2)¼ 495.4, p< .001. Correspondingly, the S- and I-

algorithm had significantly higher reliability estimates than the D- and Z-algorithms (all

x2[2]s> 410.0, all ps< .001).

As can be seen in Table 2, and substantiating the validity of our analysis, NLT scores

computed on the 18 samples combined yielded reliability estimates that closely converged

with the sample-weighted averages.5 Another noteworthy aspect is that three of the five

algorithms produced undefined (i.e. negative) Cronbach’s a values in at least one of the

subsamples (i.e. the B-, D- and Z-algorithms). These cases indicate that preference scores

of the first initial were negatively correlated with preference scores of the second initial

(see Table 2). Such negative correlations corrupt the required aggregation of first and

second initial scores in a single index, as a negative correlation indicates that the two

preference scores may tap conceptually distinct constructs.

Consistency criterion

As is evident from Table 2, there was notable variability in reliability estimates across

samples and scoring algorithms (e.g. B-algorithm estimates ranged from an undefined

�.13 to .64). To investigate variations in reliability across samples, we calculated the

standard deviations of reliability estimates for the five algorithms (see Table 2). Standard

deviations for the D-, Z- and B-algorithms (SDD¼ 0.16, SDZ¼ 0.15 and SDB¼ 0.15,

respectively) showed higher variability than the S- and I-algorithms (SDS¼ 0.13

and SDI¼ 0.13, respectively). To test whether these standard deviations were significantly

different from each other, we tested differences in standard deviations on the split-half

correlations to be consistent with our reliability criterion analyses. A dependent standard

deviation test (Krause & Metzler, 1984), using sample as unit of analysis, revealed that the

I-algorithm (SD¼ 0.10) showed significantly less variability as compared to the Z-

algorithm (SD¼ 0.14), t(16)¼�2.54, p¼ .02 and as compared to the D-algorithm

(SD¼ 0.14), t(16)¼�2.32, p¼ .04. All other comparisons were non-significant (all

ps> .05).6
Ancillary criteria

Outlier criterion

Our analyses revealed that certain algorithms were more likely to produce outliers as

compared to other algorithms. The D-, B- and Z-algorithms yielded 8, 4 and 3 outliers,
5To investigate a speculation that NLT scores computed using more ‘stable’ population letter baselines might be
more reliable, we computed global normative baselines for the B-, D-, I- and Z-algorithms on the combined
sample. These analyses revealed no overall difference between reliability estimates of NLT scores computed using
the global (‘population’) baselines compared to the standard method of using sample-specific letter baselines.
6Analyses based exclusively on samples adopting the liking variant of the NLT revealed the same pattern of results.
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respectively, whereas the I- and S-algorithm produced no outliers (total number of outliers

was greater than 11 because certain cases were outliers on more than one algorithm).

Examining a more restrictive cutoff value of 3 SD away from the mean revealed a similar

pattern whereby the D-, B- and Z-algorithms yielded 24 outliers each, whereas the I- and S-

algorithms produced 7 and 10 outliers, respectively.

Distribution criterion

Table 3 presents skewness and kurtosis statistics computed on the 18 samples (statistical

significance determined by forming 95% confidence intervals around the statistics and

checking whether the interval included zero). In terms of skewness, although most

distributions were significantly negatively skewed across all five algorithms, the I-

algorithm exhibited the most non-skewed distributions (i.e. nine non-skewed samples),

with the S- and Z-algorithms exhibiting seven non-skewed distributions. In contrast, the B-

algorithm had only three non-skewed distributions whereas the D-algorithm had skewed

distributions in all samples. Concerning kurtosis, most samples did not suffer from

significant kurtosis. The I-, S- and B-algorithms were the least plagued with kurtosis with

only one sample each for the I- and S-algorithms, and two samples for the B-algorithm. In

contrast, the Z- and D-algorithms had six and seven samples plagued with significant

kurtosis, respectively. Consistent with these analyses, skewness and kurtosis statistics

computed on the combined sample revealed that the I-, S- and Z-algorithms were less

negatively skewed than the B- and D-algorithms and that the I-, S- and B-algorithms were

plagued with less kurtosis than the D- and Z-algorithms. Also consistent with these

analyses, one-sample Kolmogorov–Smirnov tests on the combined sample showed that the

I-, S- and Z-algorithms (Z¼ 2.43, Z¼ 3.14 and Z¼ 3.29, respectively) deviated less from

normality compared to the D- and B-algorithms (Z¼ 4.88 and Z¼ 5.42, respectively).
Secondary analyses

Effect sizes

Table 4 presents sample-specific and overall sample-weighted Cohen’s d estimates of

effect sizes (see Table 5 for means and standard deviations). Overall, effect sizes were large

across all five scoring algorithms, dB ¼ 1.24, dS¼ 1.39, dD¼ 1.19, dI¼ 1.17 and dZ¼ 1.31.

More interestingly, the sample-weighted first name initial effect sizes (dB ¼ 1.27,

dS¼ 1.45, dD ¼ 1.20, dI¼ 1.18 and dZ¼ 1.25) were considerably greater than the second

initial effect sizes (dB ¼ .77, dS¼ .87, dD ¼ .72, dI¼ .76 and dZ¼ .79).

Correlations to Rosenberg scale

Table 6 presents sample-specific correlations between NLT and Rosenberg scores for the

five algorithms. As is evident from the table, the B- and D-algorithms yielded sample-

weighted NLT–RSES correlations that were approximately twice as large as the Z-, I- and

S-algorithms. Computed on the combined sample, a quadratic form asymptotic x2 test

(Steiger, 1980a, 1980b) revealed that the correlations to RSES scores were significantly

different from each other, x2(5)¼ 119.5, p< .001. Post-hoc analyses showed that the RSES

correlations of the B- and D-algorithms were significantly greater than the correlations of

the I-, S- and Z-algorithms, all x2s> 51.0, all ps< .001. Although the obtained correlations

seem small, the results are consistent with a recent meta-analysis by Krizan and Suls (2008)

who found an overall NLT–RSES correlation of r¼ .12 across 19 independent samples

(which likely used different NLT scoring algorithms). In addition, our NLT data converge
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to meta-analytic findings on the self-esteem IAT (Greenwald & Farnham, 2000), showing

an error-corrected, mean population correlation of .13 (Hofmann, Gawronski,

Gschwendner, Le, & Schmitt, 2005a).

Miscellaneous secondary analyses

In terms of judgment type, liking judgments (N¼ 2466) exhibited marginally higher split-

half correlations than aesthetic judgments (N¼ 213) for the B- and I-algorithms (B-

algorithm: rliking¼ .28 vs. raesthetic¼ .16, z¼ 1.79, p¼ .07; I-algorithm: rliking¼ .35 vs.

raesthetic ¼ .23, z¼ 1.78, p¼ .07). There were no differences between the S-, D-, and Z-

algorithms (all ps> .12). Consistent with this finding, three of the five negative Cronbach’s

a values came from aesthetic judgment data, suggesting that aesthetic judgments may be

less reliable than liking judgments. However, these differences must be interpreted with

caution given the relatively small sample of aesthetic judgments. In terms of sample type,

split-half correlations computed on the combined college (N¼ 1824) and internet

(N¼ 856) samples were not significantly different from each other across the five

algorithms (all ps> .50). We also examined whether NLT scores from samples using

different scales (e.g. 1–5 vs. 1–6 vs. 1–7 vs. 0–8) differed in reliability across the

algorithms. This analysis did not reveal any significant differences (all ps> .14). Finally,

there were also no sex differences in reliability estimates across the five algorithms (all

ps> .60).
DISCUSSION

The present investigation aimed to examine the optimality of five scoring algorithms of the

NLT in terms of (a) reliability, (b) variability in reliability estimates across samples,

(c) types of systematic error variance controlled for, (d) systematic production of outliers

and (e) shape of the distribution of scores. In addition to giving more weight to primary

(reliability, consistency, error) versus ancillary (outlier, distribution) evaluation criteria,

specific issues relevant to the different algorithms need to be considered in determining the

most optimal scoring algorithm (see Table 7 for a performance summary of the five

algorithms with respect to the five evaluation criteria).
Table 7. Performance summary of the five NLT algorithms in terms of the five evaluation criteria.

Criterion B-algorithm S-algorithm D-algorithm I-algorithm Z-algorithm

Reliabilitya a¼ .43/.42 a¼ .48/.51 a¼ .38/.38 a¼ .47/.50 a¼ .33/.33
1 undefined a 0 undefined a 1 undefined a 0 undefined a 3 undefined a

Consistency SD¼ 0.15 SD¼ 0.13 SD¼ 0.16 SD¼ 0.13 SD¼ 0.15

Error
controlled for

Baseline letter
attractiveness only

Baseline response
tendencies only

Both Both Both

Outlier 4 outliers 0 outliers 8 outliers 0 outliers 3 outliers

Distribution S¼�.92 S¼�.41 S¼�.96 S¼�.36 S¼�.32
K¼ .35 K¼�.12 K¼ .91 K¼�.14 K¼ .74

Note: a The first a-value reported in the respective cells reflects the weighted mean reliability of a given algorithm;

the second a-value reflects the reliability of the same algorithm for the combined sample. S and K values refer to

skewness and kurtosis statistics, for the combined sample respectively.
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Performance summary

B-algorithm

The B-algorithm fared relatively well in terms of the reliability criterion, achieving the

third highest reliability estimate and yielding only one negative Cronbach’s a value.

However, the algorithm performed less favourably in terms of the consistency criterion,

showing relatively high standard deviations in reliability estimates among the five

algorithms. In addition, the B-algorithm performed less well in terms of the distribution

criterion, producing one of the most skewed deviation from normal distribution. With

regard to the outlier criterion, the B-algorithm also appeared suboptimal, yielding four

outliers according to our cutoff criterion. Finally, the algorithm is suboptimal with regard to

the error criterion, as it does not control for systematic error from baseline response

tendencies of judging all letters more or less favourably. This issue seems important

because such baseline response tendencies may be the result of individual differences in

positive and negative affect (Watson, 1988) or transient mood states (Schwarz, 1990). Such

confoundings have the potential to distort theorizing about ISE, if effects that are produced

by these variables are misattributed to ISE.

S-algorithm

The S-algorithm performed very well in terms of the outlier criterion, not yielding a single

outlier. It also appeared first rate with regard to the reliability criterion, yielding the highest

reliability estimates and not producing any negative Cronbach’s a. The algorithm also

fared reasonably well with respect to the consistency and distribution criteria. However, the

S-algorithm was not well suited in terms of the error criterion. Specifically, the algorithm

does not control for baseline levels of letter favourability. As such, scores produced by this

algorithm do not distinctively reflect ISE, which undermines unambiguous interpretations

of the scores revealed by this algorithm.

D-algorithm

The D-algorithm fares very well with respect to the error criterion, as it controls for both

baseline letter attractiveness and baseline response tendencies. However, the D-algorithm

performed suboptimally in terms of all other criteria. First, the D-algorithm produced the

highest number of outliers, which also turned out to be the most extreme outliers.7 The

algorithm also fared poorly with regard to the reliability criterion, yielding the second

lowest reliability estimate and generating one negative Cronbach’s a. With respect to the

consistency criterion, the algorithm also did not seem well suited, as it produced the highest

variability in reliability estimates across samples. Finally, the D-algorithm appeared

suboptimal in terms of the distribution criterion, yielding samples plagued with the highest

skew and kurtosis.

I-algorithm

The I-algorithm appeared well suited in terms of the outlier criterion, producing not a

single outlier. The algorithm also fared well in terms of the reliability criterion, yielding the

second highest reliability estimate and not a single negative Cronbach’s a. The I-algorithm
7In this context, it is important to note that the D-algorithm is the only algorithm which does not yield meaningful
scores when letter ratings originate from a scale that includes a zero point. This is the case when, on a 0 to x (e.g. 5)
scale, a participant frequently endorses the zero point on the scale. In such cases, initial preference scores divided
by a number smaller than one can produce two very large D-scores, and thus extreme outliers.
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was also optimal in terms of the consistency and distribution criteria, producing the highest

level of consistency across reliability estimates and exhibiting the lowest levels of

skewness and kurtosis among the algorithms. Finally, the algorithm is also well suited in

terms of the error criterion, as it controls for both baseline levels of letter favourability and

baseline response tendencies.

Z-algorithm

The Z-algorithm is optimal in terms of the error criterion, as it controls for both baseline

letter attractiveness and baseline response tendencies. In terms of the distribution criteria,

the Z-algorithm fared reasonably well in terms of skewness, but not so well in terms of

kurtosis. In addition, the Z-algorithm appeared suboptimal in terms of the outlier criterion,

yielding three outliers. The algorithm was also not well suited in terms of the reliability

criterion, yielding the lowest reliability estimate among all algorithms and producing the

highest number of negative Cronbach’s a. Finally, the algorithm performed suboptimally in

terms of the consistency criterion, showing relatively large variability in reliability

estimates across samples.

Summary

Taken together, our results indicate that the I-algorithm exhibited the best performance in

terms of its psychometric properties, especially with regards to the primary evaluation

criteria. Compared to the other four algorithms, the I-algorithm showed the highest

reliability estimates (in the range of a¼ .50, together with the S-algorithm), showed

relatively low variability in reliability estimates across samples, and importantly controlled

for both types of systematic error in the NLT (i.e. baseline letter attractiveness and baseline

response tendencies), thus allowing for unambiguous interpretations in terms of ISE rather

than other sources of systematic variance (e.g. positive or negative affect; transient mood

states). The I-algorithm also seemed to be the best suited algorithm concerning the

ancillary criteria, given that the algorithm did not produce a single outlier and exhibited

relatively low deviation from normality.
Overall reliability

A secondary question was to provide an estimate of the overall reliability that emerged

from the N¼ 2677 combined sample. Using the I-algorithm as the most optimal one, we

obtained an overall estimate of a¼ .50. On the one hand, it can be argued that this score is

clearly unsatisfactory, because according to classical test theory, a reliability of .50

indicates that 50% of the variability in NLT scores is random error. Hence, it seems clear

that viewed in this light, the research findings involving the NLT must be interpreted with

caution. Specifically, it seems important to realize that effects using the NLT may be more

difficult to replicate given that the scores may be contaminated with a relatively high degree

of random influences. On the other hand, however, one could argue that according to the

Spearman–Brown prophecy formula, a a¼ .50 translates into an inter-item correlation of

r¼ .34, which is reasonably high given that there are only two items in the NLT and that the

indirect nature of the measure allows more opportunity for noise to contaminate the scores

as compared to direct measures (but see Krizan, 2008). From this viewpoint, one should

judge the merit of an inter-item correlation of r¼ .34 against inter-item correlations of

other scales. For example, the directly transparent 10-item Rosenberg scale typically shows

Cronbach’s a estimates in the range of .85, which translates into an average inter-item
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correlation of r¼ .36. Thus, it follows that the NLT’s inter-item correlation of r¼ .34 fares

quite well viewed in this light. Granted, this kind of argument is not intended to suggest that

low reliability is not a problem. Rather, it allows for the judgment of the NLT’s

psychometric properties in terms of more reasonable standards. Hence, although the

typical reliability of the NLT is clearly inadequate in a strict sense, the inter-item

correlation of r¼ .34 provides a reasonable justification to use the measure as a proxy of

ISE, at least when evaluated in terms of reliability.

A noteworthy finding in the context of discussing overall reliability is that the aesthetic

version of the NLT produced lower reliability estimates compared to the liking version (at

least with respect to the I- and B-algorithms). Although the small sample size for the

aesthetic version limits the possibility of drawing strong conclusions, this finding suggests

that the specific judgment employed in the task may affect the measurement of the

construct. Future research should seek to confirm this finding to provide a better

understanding of the possibly different psychological mechanisms underlying the two NLT

variants (for related findings, see Sakellaropuollo & Baldwin, 2007).

Another interesting result is the finding that effect sizes for first initials were

considerably larger than second initials. In line with arguments offered by Hetts, Sakuma,

and Pelham (1999), it may well be that preference scores for first name initials are more

meaningful, or at least more affectively powerful, than second name initials (see also

Kitayama & Karasawa, 1997). Although questionable from a psychometric perspective, it

seems interesting whether using only first initial preference scores may provide a better

proxy of ISE than an average of preference scores for first and second name initials. In line

with this contention, Shimizu and Pelham (2004) used only participant’s first initial preference

scores, although they mentioned in a footnote that their findings held when using the average

of both. Future research may provide deeper insights in this regard by systematically

investigating the validity of first name and last name initials as measures of ISE.
Relations to explicit self-esteem

Another secondary question of this research was to examine correlations between the

differently computed NLT scores and the RSES. Overall, the B- and D-algorithms

produced the highest correlations between NLT and RSES scores, with the S-, I- and Z-

algorithms revealing correlations that were significantly lower. However, in evaluating this

finding, it is important to remember that the RSES is but one of many potential criterion

measures to validate ISE measures. More seriously, it may not be the most suitable one, as

it is not entirely clear how to interpret correlations between explicit and implicit measures

in the absence of any additional information. In fact, previous research has shown that the

relation between explicit and implicit measures varies as a function of multiple variables

(for a review, see Hofmann, Gschwendner, Nosek, & Schmitt, 2005b), which makes it

difficult to evaluate the validity of an implicit measure on the basis of its zero-order

correlations with a corresponding explicit measure. On the one hand, low correlations can

be interpreted as showing either that (a) the two measures tap two conceptually distinct

constructs or (b) the implicit measure does not really capture the desired construct. On the

other hand, high correlations can be interpreted as showing either that (a) the implicit

measure does indeed tap the desired construct or (b) the implicit measure is contaminated

by explicit processes. In line with these concerns, Bosson, Swann, and Pennebaker (2000)

recommended that researchers should not use self-report self-esteem measures to validate

ISE measures, but instead rely on indirect or nonconscious criterion measures.
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Alternatively, another more suitable approach would be to take previously identified

moderators of explicit–implicit relations into account by testing whether these variables

also moderate the relation between NLE and RSES scores. Such investigations seem better

suited to determine the validity of an implicit measure compared to a simple correlational

approach (e.g. Fazio, Jackson, Dunton, & Williams, 1995; Payne, Cheng, Govorun, &

Stewart, 2005).
Implications

The present results have important implications for researchers using the NLT. First, and

most importantly, the I-algorithm is strongly recommended as the preferred scoring

procedure to calculate NLT scores. This recommendation is based on the combination of

favourable characteristics exhibited by the I-algorithm (i.e. highest reliability estimate,

least variability in reliability estimates across samples, correction for both types of

systematic error, no outliers, relatively low deviation from normality and no negative

Cronbach’s a). For the sake of building a cumulative body of knowledge involving ISE, it is

essential to maintain consistency across studies in NLT scoring. The current paper makes a

strong case for choosing the I-algorithm as the preferred algorithm of choice.

Second, the current analysis implies that, although the overall reliability of NLT scores

was found to be relatively low from a strict psychometric perspective, this mediocre

reliability is defensible on the basis that the NLT includes only two items. As outlined

above, the reliability estimate obtained for the I-algorithm translates into an inter-item

correlation that is comparable to those of traditional multi-item measures (e.g. the 10-item

RSES, Rosenberg, 1965; or the 40-item Narcissistic Personality Inventory, Raskin & Terry,

1988). Granted, this does not imply that researchers should not strive to improve the

psychometric properties of the NLT.

A further important recommendation is that researchers should consistently report

sample-specific reliability estimates of NLT scores. As evident in the large fluctuations in

reliability estimates across samples, it is important to interpret NLT results in the context of

the reliability of the measure. A low NLT reliability implies that the finding may be difficult

to replicate due to the large proportion of random factors impinging on the scores. In the

spirit of this recommendation and to facilitate the computationally complex nature of the

task, we have created SPSS compatible syntax of the five algorithms including reliability

estimate calculations (available to download from http://publish.uwo.ca/�elebel/NLT.html).

The current findings also highlight that no measure is perfect and that a multi-method

approach is the most optimal path to proper theorizing. Although from a narrow-minded

reliability perspective, one could argue that the NLT should be abandoned, it is important to

remember that different measures are often characterized by different strengths and

weaknesses. From this perspective, it is important to employ different measures to establish

the validity of a given finding. In this light, the name-liking task (Gebauer, Riketta,

Broemer, & Maio, 2008) and the self-esteem IAT (Greenwald & Farnham, 2000) may be

useful tools to corroborate findings obtained with the NLT in the domain of ISE.
Limitations

Despite the clear superiority of the I-algorithm in terms of our primary and ancillary criteria, it

seems appropriate to acknowledge a number of limitations in the present study. First, the

current research did not include a strong validity criterion to corroborate our main conclusion.
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Thus, it is unclear whether the I-algorithm is also superior in terms of criterion validity. In an

ideal case, it would have been most compelling to provide evidence that the I-algorithm also

afforded better predictive validity of a relevant ISE criterion measure. Alternatively, one could

investigate whether previously identified moderators of explicit–implicit relations (see

Hofmann et al., 2005b) influence the relation between I-scored NLT and RSES scores in a

more consistent fashion. Unfortunately, the current data sets did not include the type of

measures that are required for these analyses. Future research comparing the criterion validity

of different algorithms or moderating effects in the prediction of self-reported self-esteem may

help to further clarify the optimality of the five scoring algorithms.

A second limitation is that our samples were relatively homogeneous, in that the majority of

our participants were unmarried Caucasian college students. As such, it is unclear whether

our results generalize to other cultures or to samples with higher proportions of married

individuals whose initials may have changed. Along the same lines, one could object that

our results may not generalize to samples with different levels of education. However, in

response to this concern, it is worth noting that our three internet samples (N¼ 859) were

composed of participants with considerable variability in education levels (high school or

less¼ 10.3%, some college¼ 34.6%, associate degree¼ 6.6%, bachelor’s¼ 19.8%, some

graduate training¼ 8.6% and graduate degree¼ 18.8%). Thus, this limitation may not be

as severe as one might initially presume. One last limitation of the present work is that we

examined preferences for initial letters rather than all of the name letters. However, given

that it is now common practice to calculate NLT scores exclusively from initial letters, this

strategy seems appropriate when it is evaluated from a pragmatic point of view.
CONCLUSION

The development of a cumulative and coherent body of knowledge hinges upon the sound

measurement of constructs. As mentioned in the introductory paragraph, the examination

of ISE shows great promise in increasing our understanding of many facets of human

psychology, including depression (De Raedt et al., 2006; Franck et al., 2007), physical

health (Shimizu & Pelham, 2004), social acceptance (Baccus et al., 2004), unrealistic

optimism (Bosson et al., 2003), feedback sensitivity (Dijksterhuis, 2004), self-regulation

(Jones et al., 2002) and defensiveness (Schröder-Abé et al., 2007). Given the promise of

these findings, accurate measurement of ISE seems important to further our understanding

of these phenomena. The present study aimed at closing a significant gap in this regard by

providing evidence-based recommendations on the most optimal scoring of the NLT as a

measure of ISE.
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